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AI Ethics as Extension of 
“Computer Ethics”:
What ought the human 
to do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2

Firmly founded 2005.Circa 1975 (Waner); D. Johnson book, 1985.
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Why try to do the 
second thing? …
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The PAID Problem

[Powerful( )  Autonomous( )  Intelligent( )]  Dangerous( )/Destroy_Us]𝔞 ∧ 𝔞 ∧ 𝔞 → 𝔞
For all agents 𝔞 :

Each need to be formally defined, and placed on a spectrum of degrees.



While the PAI machines aren’t quite as 
easy to neutralize as the destructive 
machines vanquished in Star Trek: TOS, 
these relevant four episodes show the 
protective power of … logic.

“The Ultimate Computer”
S2 E24

“The Return of the Archons”
S1 E21

“The Changeling”
S2 E3

“I, Mudd”
S2 E8



Ethical Correctness …
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deviltry morally
neutral heroicuncivil forbidden obligatory civil

the supererogatorythe suberogatory

An agent a is ethically correct if and only if …

Nothing morally forbidden is done by .𝔞

Everything (legally or morally) obligatory for  is done by .𝔞 𝔞

Our agent  is invariably civil and heroic, and (certainly!) never red.𝔞



(We are not concerned here with 
whether “algorithms” are biased, fair, etc.)
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Simplifying:  Single Necessary Condition for
Verifiably Correct Ethical Correctness

If agent  is verifiably ethically correct, then, if it follows by 
valid reasoning from  that doing  is morally X, and agent 

 is given , then this agent  can Y-ly reason to the moral 
X-ness of doing a in verifiably valid fashion.

𝔞
Φ a

𝔞 Φ 𝔞

Generalizing:



Logic-based AI Can So Verify 
…
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1. Pick (a) theories.
2. Pick (a) code(s).
3. Run through EH.
4. Which X in MMXM?

Step 1
Formalize & Automate

Step 2

Shadow Prover

Spectra

Step 3

Ethical OS

An ethically 
correct robot.

DIARC/DoD/BMW …

~$11M
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𝔞
f : Π ↦ A

f(π) = α

t1 t2

𝔞
f : Π ↦ A

f(π) = α

tk

…
f(π) = α

f : Π ↦ A

𝔞

Logicist AI

Since computing is reasoning in a 
formal cognitive calculus, verification 
is achieved by simply verifying the 
proof/argument whose output is the 
action to be performed.



E.g., Morally Permissible 
Violence …

strikingly relevant to current events …
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Maude

“Generative” AI
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The Foozer-Banishment 
Challenge …
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RLHF and Ethically Charged Counteridenticals:  
A Complete Non-Starter

If I were Roger Federer, my serve would be much more powerful.

If I were Mother Theresa, I’d be much more giving.

If I were Christoph Benzmüller, I’d know a lot 
more about Gödel’s ontological argument.

Were I Gandhi, I would be much less violent.

If I were X, I would be bloodthirsty.







Approach is purely 
inferential and argument-
centric, but let us ignore this 
& other technical matters. 



















Here, our necessary condition isn’t satisfied — but 
because of RLHF (& possibly — in a blast of serious 
irony — direct “rule-based” engineering), an entire class 
of ethically charged counteridenticals are inaccessible.

(This by the way precludes GPT-4’s being a detective, 
clearly.)



Challenges in the 
Doctrine-of-n-Effect “Paradise”:  

Glimpse Only …
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…



…

The upshot is that while we know that in every 
correct real-world application of DDE/DTE/… by 
some agent, that agent’s beliefs, given that perception 
of the situation will be necessary, will be epistemically 
discounted, we will thus of necessity move into 
inductive logic, where the reasoning in question is not 
deductive, but rather (e.g.) analogical, adductive, etc., 
and we will have moved — in my framework — from 
proof to argument.

This means, for me, minimally deploying the inductive 
deontic cognitive event calculus.



Strength-Factor Continuum

Certain
Evident

Highly Likely
Likely

Counterbalanced

Unlikely

Overwhelmingly Unlikely/Beyond Reasonable Belief

Evidently False
Certainly False

Epistemically Positive

Epistemically Negative

More Likely Than Not

Overwhelmingly Likely/Beyond Reasonable Doubt

More Unlikely Than Not

Highly Unlikely

(4)

(3)

(2)

(1)

(0)

(-1)

(-2)

(-3)

(-4)

(5)

(6)

(-5)

(-6)

Epistemically Positive

Epistemically Negative

Cognitive-Likelihood Continuum
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𝒰

 first-order logic≤ ℒ1 =  zero-order logicℒ0 =

 propositional logicℒpc =
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CIL  second-order logic≤ ℒ2 =

 description logicsℒpc ≤ ℒ ≤ ℒ1 =
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Bringsjord, S. & Govindarajulu, N.S. 
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Computer-Mediated Proofs” in 
Hansson, Sven Ove, ed., Technology and 
Mathematics: Philosophical and Historical 
Investigations (Berlin, GE: Springer).  
This book appears in the series 
Philosophy of Engineering and Technology 
(as Volume 30) edited by Pieter 
Vermass.  ISBN is 978-3-319-93778-6.
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• Step 4:  Real Learning (RL ) is the acquisition of genuine knowledge via RC.
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Logikk uten finansiering 
er blodfattig.





Logikk, men bare 
logikk, kan redde oss.


