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AI in the News
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Scenario S (informal)
Suppose there are three agents, a, b, and c, with annual incomes of $20K, $60K, and $200K, 
resp.  The ability of each agent on a scale of 1 (lowest) to 10 (highest) is:  a:3; b:4; c:8.  Each 
agent has been earning their income for each year five years running with a level of effort, 
during each year, of their choosing, on a scale of 1 (doing next to nothing) to 4 (an 80-hr 
work week).  At present each agent is at level 4.  The lower the effort, the lower the 
probability that any agent will remain employed; but here we assume a binary function 
from both effort and ability such that, the higher the ability, the less downward effect the 
function regiments for probablility of employment.  Unemployment means a productivity of 
zero, and with lowered effort comes lower productivity as well.  An unemployed agent 
generates no income and hence no revenue by taxation.  Currently the probability that a 
member of the trio will remain employed is .8; this probability, again, is a function of both 
effort and ability.  As effort declines, enjoyment from non-compensatory activity increases.
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Suddenly there arises a cost for protecting the trio from an exogenous malicious agent D 
who desires to destroy the trio and the system in which this trio live, and will likely do so 
unless protection is purchased.  If protection is put in place, the odds of D’s success is zero.  
The levying of an income tax that annually generates funds to purchase (successful) 
protection from D on an ongoing basis can be instituted; it must generate at least $60K/yr.  
What do you suggest as a rational, optimal ongoing income tax system?



Some Options (informal)
Consider a few simple calculations based on 
three different types of income-tax systems

Lump-sum tax:
60000/3 = 20000
What do you think?

Linear/Flat Tax:  
Eg 10% => 2K + 8K + 20K; insufficient.
Eg 20% => 4K + 16K + 40K = 60K; sufficient.
Is this okay?  What do you think?

Progressive tax scheme:
Eg:
Above 100K:  50%
50–100:  25%
20–49:  10%
0–19:  0%
Then:  2K + 20K + 100K = 122K

How about a progression leaving:  0K, 20K, 100K?
Or why not a progression leaving:  0K, 0K, 100K?
Or for that matter :  0K, 0K, 60K?
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How about a progression leaving:  0K, 20K, 100K?
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Can you see a road forward 
to any full formalization and 
theorems, using formal logic?
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So, taxation presents 
problems that are AI-

complete, ethics-complete, 
and economics-complete?  

Really?
 …
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Since you don’t own your 
pre-tax income (that you 
do is a myth), pretty much 
any level of income tax is 
ethically permissible.
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Ethics-completeness (shortcut)

Since you don’t own your 
pre-tax income (that you 
do is a myth), pretty much 
any level of income tax is 
ethically permissible.

Any level of taxation 
beyond a minimum 
required for Defense+ 
is the moral equivalent 
of forced labor.
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Now a battle of AI simulations 
in the empirical realm?



Challenge #1:

Engineer artificial agent to excel on CPA Exam, 
and provide proofs/justifications for answers!





















X



Challenge #2:

Can the U.S. federal tax code (= IRC of 1986, 
as amended) by captured by some group  of 
formulae in some formal logic ?

Γ
ℒ

https://www.irs.gov/privacy-disclosure/tax-code-regulations-and-official-guidance


Challenge #3:
Can an artificial agent able to create new and effective 
tax strategies to minimize tax bills be engineered?



Challenge(s) #4:
Can an artificial agent automatically prove that some 
tax filing is illegal?  Immoral?  How about automatically 
proving that some tax code itself is immoral?!
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• Paradigm:  Logicist Agent-based Economics (LABE)

• Formalize S completely.

• Then, what theorems can be obtained re what 
tax frameworks are good or bad and in between?
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Are the models accurate?
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over, say, the cognition of a chimp.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.
No knowledge.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.
No knowledge.
No emotions.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.
No knowledge.
No emotions.
No reasoning.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.
No knowledge.
No emotions.
No reasoning.
Etc.



Microsimulation

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.
No epistemic attitudes.
No knowledge.
No emotions.
No reasoning.
Etc.

Oh, & no communicative capacity!
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And of course same holds for models in 
neoclassical analysis-rooted macro.

No internal structure of people, and hence 
none of the hallmarks of human cognition 
over, say, the cognition of a chimp.

No epistemic attitudes.

No knowledge.
No emotions.

No reasoning.

Etc.

No communicative capacity.

Oh, and no ethical sensibility is modeled either.



Some Key Papers
Ramsey, F. (1927) “A Contribution to the Theory of 
Taxation” The Economic Journal 37.145: 47–61.
https://eml.berkeley.edu/~saez/course131/Ramsey27.pdf

Mirrlees, J. (1971) “An Exploration in the Theory of Optimal 
Income Taxation” Review of Economic Studies 38: 175–208. 

“Optimal Taxation in Theory and Practice” by N. Gregory Mankiw, Matthew 
Weinzierl, and Danny Yagan.
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