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Monographic Context 
(yet again!)

 …



Gödel’s Great Theorems (OUP)
by Selmer Bringsjord

• Introduction (“The Wager”)

• Brief Preliminaries (e.g. the 
propositional calculus & FOL)

• The Completeness Theorem

• The First Incompleteness Theorem 

• The Second Incompleteness Theorem

• The Speedup Theorem

• The Continuum-Hypothesis Theorem

• The Time-Travel Theorem

• Gödel’s “God Theorem”

• Could a Finite Machine Match Gödel’s 
Greatness?

STOP & REVIEW IF NEEDED!
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http://www.logicamodernapproach.com/rpi/intlogs20.bringsjord/SBGCT4OUP.mov


Re Gödel’s “God Theorem” …



Recommended Podcast :)

https://mindmatters.ai/podcast/ep81

https://mindmatters.ai/podcast/ep81


The Ontological/Modal Argument Meets AI

Anselm Descartes Leibniz Gödel/Adams

Scott’s version 
of Gödel 
verified!

Gödel’s version 
of Gödel 
falsified!

“The Other Way”



The Ontological/Modal Argument Meets AI

Anselm Descartes Leibniz Gödel/Adams

Scott’s version 
of Gödel 
verified!

Gödel’s version 
of Gödel 
falsified!

?



Some Key Arguments/Results Up to Present
• Analysis of Leibniz’s (& Descartes’) version:  Leibniz by Robert Adams (1998).  This book explains what 

Gödel took as “input,” & sought to improve.

• Benzmüller & Paleo (2014) “Automating Gödel's Ontological Proof of God's Existence with Higher-order 
Automated Theorem Provers.”  An AI-based formal verification of the validity of the argument.

• https://page.mi.fu-berlin.de/cbenzmueller/papers/C40.pdf

• “The Inconsistency in Gödel’s Ontological Argument: A Success Story for AI in Metaphysics,” also by B&P, 
2016.  An AI-based formal refutation of the argument.

• https://www.ijcai.org/Proceedings/16/Papers/137.pdf

• Fitting, M. (2002) Types, Tableaus, and Gödel's God.   Includes full formalization of (a version of) Gödel’s proof 
of God’s existence. 

• https://www.amazon.com/Types-Tableaus-Gödels-Trends-Logic/dp/9401039127

• “A (Simplified) Supreme Being Necessarily Exists — Says the Computer!,” by C. Benzmüller.

• https://www.groundai.com/project/a-simplified-supreme-being-necessarily-exists-says-the-computer/3

• “Computer-Supported Analysis of Positive Properties … In Variants of Gödel’s Ontological Argument,” 
Benzmüller & Fuenmayor, 2020.

• https://arxiv.org/pdf/1910.08955.pdf



Are there invariants?  Apparently.

(Pos1) ∀R(Pos(R) → ¬Pos(R̄))

(Pos2) ∀R[(Pos(R) ∧ □ ∀x ∀R′ (R(x) → R′ (x))) → Pos(R′ )]

For a wonderfully economical, non-technical overview 
that includes this observation, see “Chapter 7:  Gödel” 
by  Alexander Pruss, in Ontological Arguments, G. Oppy, 
ed.  (Cambridge, UK: Cambridge University Press).

 of A1
1
2

A2

(Pos1⋆) ∀R ∀δ ≠ 0[GPPos(Rδ) → ¬GPPos(R̄)]



“The Other Way”



Gödel’s Either/Or …



The Question

Q*  Is the human mind more powerful than 
the class of standard computing machines?

(= finite machines)

(= Turing machines)

(= register machines)

…
(= KU machines)



Gödel’s Either/Or

“[E]ither … the human mind (even within the 
realm of pure mathematics) infinitely surpasses the 
power of any finite machine, or else there exist 
absolutely unsolvable diophantine problems.”
— Gödel, 1951, Providence RI



PT as a Diophantine Equation
Equations of this sort were introduced to you in middle-school, when you were asked 
to find the hypotenuse of a right triangle when you knew its sides; the familiar equation, 
the famous Pythagorean Theorem that most adults will remember at least echoes of 
into their old age, is:

,

and this is of course equivalent to

,

which is a Diophantine equation.  Such equations have at least two
unknowns (here, we of course have three:  ), and the equation is solved when 
positive integers for the unknowns are found that render the equation true.  Three 
positive integers that render (PT') true are

 

It is mathematically impossible that there is a finite computing machine capable of 
solving any Diophantine equation given to it as a challenge (!).

(PT) a2 + b2 = c2

(PT') a2 + b2 − c2 = 0

a, b, c

a = 4, b = 3, c = 5.



… which means that the 10th of Hilbert’s Problems is settled:



It was a team effort, actually; it’s not due solely to 
Matiyasevich, and is often denoted as the ‘MRDP Theorem.’

… which means that the 10th of Hilbert’s Problems is settled:

Julia Robinson Martin Davis Hilary Putnam



Background



Great Paper!

Notice that this is a perfect fit 
with how we use formal logic 
to present and understand the 
Polynomial Hierarchy and the 
Arithmetic Hierarchy — but 
this presentation is for IFLAI2.



Diophantine “Threat” in 
the New Programming Language Hyperlog®

(Another IFLAI2 Topic/Technology)
Barrel-of-Monkeys Fun



The Crux
9P s.t. no human mind could ever decide 8x18x2 · · · 8xk9y19y2 · · · 9xj(P(x1, x2, . . . , xk, y1, y2, . . . , yj)?

<latexit sha1_base64="XLnLG1g2Y436gEJ/lYAgcEqwjBE=">AAACvHicbVFdb9MwFHXC11a+Cjzu5YoKqUhVlIxJgxeY4IXHItFtUlNFjnO7evFHFDtTo6h/Ep74N9hdGGXjSraOzz0+1/c6rwQ3No5/BeG9+w8ePtrbHzx+8vTZ8+GLl6dGNzXDGdNC1+c5NSi4wpnlVuB5VSOVucCzvPzi82dXWBuu1XfbVriQ9ELxJWfUOiob/kxx7aoYSCW1K0ZFN904nOt1ByayESgNq0ZSBZKrAphuRAHoHKFAxgsEp17qmgoB6yzZwYeQskJ74xuqhD/FWi+9wX+lPbXOLmG886Cxs554zwmkwiv9oZx4G7/t0G12+fZTNhzFUbwNuAuSHoxIH9Ns+CMtNGskKssENWaexJVddLS2nAncDNLGYEVZSS9w7qCiEs2i2w5/A28cU4Br0i1lYcvu3uioNKaVuVP6jsztnCf/l5s3dvl+0XFVNRYVuy60bARYDf4noeA1MitaByiruXsrsBWtKbPuvwduCMntlu+C08MoeRcl345GJ5/7ceyRA/KajElCjskJ+UqmZEZY8CHIglXAw49hEZahvJaGQX/nFfknwqvfZNPVuA==</latexit>

Yes. No.

The human mind is infinitely more powerful 
than any standard computing machine.

The human mind is not infinitely more powerful 
than any standard computing machine.



Earlier Gödelian Argument for the “No.”



A New One Coming! — in …

Will AI Match (Or Even Exceed) Human Intellligence?

Yes.No.



Will AI Match (Or Even Exceed) Human Intellligence?

Yes.No.
1:  “Negative” enumerative induction for  from 

.  Plus the proposition that AI 
is in fact not improving — relative to the intellectual stuff that matters most.

¬∃yeark(AI = HI@yeark)
AI ≠ HI@year1958 ∧ … ∧ AI ≠ HI@year2021

2:  There is no absolutely unsolvable-for-humans Diophantine problem.  
Hence as Gödel explained, we get “No.”

3:  Amundsen and The Explorer Argument.

4:  And finally, the sledgehammer is used:  phenomenal consciousness.



Og på det glade 
merknaden for Selmer 
(men ikke for Bill), er 

forelesningene våre nå 
fullført … men …



Finally, finally, …



Gödel-vs-AI “Scorecard”



Test-3 Grading Scheme
Test-3 problems will begin to be published today, & grades 
on Test 3 will be dynamically reported out in HG® in your 
My Progression page (which, importantly, also shows 
your progress on Required problems!) as we get closer 
to the deadline of end of day May 11:

• C:  Easier personalized ZOL problem + easier 
personalized FOL problem

• B = C + harder personalized ZOL problem
• A = B + harder personalized FOL problem + Datalog1
• A+ = A + Variant1LeibnizsLaw + the Bonus problem 

(hardest “non-professional” SOL problem so far)

{∀X(Xa → ∀y(y ≠ a → ¬Xy)), Qa} ⊢2 ∃Z¬∃x∃y(x ≠ y ∧ (Zx ∧ Zy))



Med nok penger,  kan 
logikk løse alle problemer.


