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Logic-&-Al In The News

How Students Can AI-Proof
Their Careers

Artificial intelligence is going to eliminate a lot of
jobs in the future. It's possible to reduce the risk
that it will be yours.

ILLUSTRATION: OWEN GENT

By James R. Hagerty
Nov 20,2024 11:00 am. ET




Logic-&-Al In The News

The current generation of college students is

facing a challenge that those who came before
never had to worry about: They’ll be competing
with AI for jobs.

What can they do to get ready?

After all, artificial intelligence is likely to
eliminate at least some jobs that formerly
served as first rungs on career ladders. “We have

to accept and embrace the idea that in fact with

~

Al'we are going to have jobs that are going to be
eliminated and jobs that are going to be created,

Y

and we don’t know which ones,” says Joseph E.
Aoun, president of Northeastern University.

That uncertainty leaves today’s college students
struggling to prepare for a workplace that is

changing faster than ever. We asked a range of

Sl L oW

“

career counselors and employers how they
would suggest students Al-proof their

1.

careers. One consensus: It’s important to master
skills not easily matched by machines, such as

human-style communications and the ability to

L understand and work smoothly with people who -

have different perspectives and personalities.
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The current generation of college students is
facing a challenge that those who came before
1 never had to worry about: They’ll be competing ||
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I human-style communications and the ability to I
understand and work smoothly with people who
have different perspectives and personalities.




A key distinction

(reminder of which made eg last month @ RP2024 by W. Wallach)
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f\l Echics as EXt?nilon of Machine Ethics/Roboethics:
1 Computer Ethics™:

How do we ensure that Al are
What ought the human to : 2
: : : themselves ethically correct?
do in creating/using Al?

Circa 1975 (Waner); D. Johnson book, 1985.

DOD Adopts Ethical Principles for Artificial
Intelligence

Feb. 24,2020 | f (o4
The U.S. Department of Defense officially adopted a series of ethical principles for the use of

Artificial Intelligence today following recommendations provided to Secretary of Defense
Dr. Mark T. Esper by the Defense Innovation Board last October.
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1 Computer Ethics™:

How do we ensure that Al are
What ought the human to : 2
: : : themselves ethically correct?
do in creating/using Al?

Circa 1975 (Waner); D. Johnson book, 1985, Firmly founded circa 2005.
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The U.S. Department of Defense officially adopted a series of ethical principles f@#the use o
Artificial Intelligence today following recommendations provided to Secretary ofN@efense

Dr. Mark T. Esper by the Defense Innovation Board last October.




Circa 2005;“Selmer, that’s really strange.”

A deontic logic
formalizes a moral
code, allowing
ethicists to render
theories and dilemmas
in declarative form for
analysis. It offers a
way for human
overseers to constrain
robot behavior in
ethically sensitive

environments.

38

Toward a General
Logicist Methodology
for Engineering
Ethically Correct

Robots

Selmer Bringsjord, Konstantine Arkoudas, and Paul Bello,

Rensselaer Polytechnic Institute

role in our lives, there

As intelligent h assume an i
seems little doubt they will eventually be called on to make important, ethically

charged decisions. For example, we expect hospitals to deploy robots that can adminis-

ter medications, carry out tests, perform surgery, and so on, supported by software agents,

or softbots, that will manage related data. (Our dis-
cussion of ethical robots extends to all artificial
agents, embodied or not.) Consider also that robots
are already finding their way to the battlefield, where
many of their potential actions could inflict harm that
is ethically impermissible.

How can we ensure that such robots will always
behave in an ethically correct manner? How can we
know ahead of time, via rationale ssed in clear

ology to answer the ethical questions that arise in
entrusting robots with more and more of our welfare.

Deontic logics:
Formalizing ethical codes

Our answer to the questions of how o ensure eth-
ically correct robot behavior is, in brief, to insist that
robots only perform actions that can be proved eth-

natural languages, that their behavior will be con-
strained specifically by the ethical codes affirmed by
human overseers? Pessimists have claimed that the
answer to these questions is: “We can’t!” For exam-
ple, Sun Microsystems’ cofounder and former chief
scientist, Bill Joy, published a highly influential argu-
ment for this answer.! Inevitably, according to the
pessimists, Al will produce robots that have tremen-
dous power and behave immorally. These predictions
certainly have some traction, particularly among a
public that pays good money to see such dark films
as Stanley Kubrick’s 2001 and his joint venture with
Stephen Spielberg, Al).

Nonetheless, we’re optimists: we think formal logic
offers a way to preclude doomsday scenarios of mali-
cious robots taking over the world. Faced with the chal-
lenge of engineering ethically correct robots, we pro-
pose a logic-based approach (see the related sidebar).
We've i and
this approach.2 We present it here in a general method-

1541-1672/06/$20.00 © 2006 IEEE
Published by the IEEE Computer Society

ically issible ina h selected deontic logic.
A deontic logic formalizes an ethical code—that is,
acollection of ethical rules and principles. Isaac Asi-
mov introduced a simple (but subtle) ethical code in
his famous Three Laws of Robotics:*

1. A robot may not harm a human being, or, through
inaction, allow a human being to come to harm.

2. A robot must obey the orders given to it by
human beings, except where such orders would
conflict with the First Law.

3. A robot must protect its own existence, as long
as such protection does not conflict with the
First or Second Law.

Human beings often view ethical theorics, princi-
ples, and codes informally, but intelligent machines
require a greater degree of precision. At present, and for
the foreseeable future, machines can’t work dircctly
with natural language, so we can’t simply feed Asi-
mov’s three laws to a robot and instruct it behave in

IEEE INTELLIGENT SYSTEMS

Toward Ethical Robots via Mechanized Deontic Logic*
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Abstract

We suggest that mechanized multi-agent deontic logics might

iate vehicles for engineeri robots.
Mechanically checked proofs in such logics can serve to es-
tablish the permissibility (or obligatoriness) of agent actions,
and such proofs, when translated into English, can also ex-
plain the rationale behind those actions. We use the logical
framework Athena to encode a natural deduction system for a
deontic logic recently proposed by Horty for reasoning about
what agents ought to do. We present the syntax and seman-
tics of the logic, discuss its encoding in Athena, and illustrate
with an example of a mechanized proof.

Introduction
As machines assume an increasingly prominent role in our
lives, there is little doubt that they will eventually be called
upon to make important, ethically charged decisions. How
can we trust that such decisions will be made on sound ethi-
cal principles? Some have claimed that such trust is impos-
sible and that, inevitably, AI will produce robots that both
have tremendous power and behave immorally (Joy 2000).
These predictions certainly have some traction, particularly
among a public that seems bent on paying good money to see
films depicting such dark futures. But our outlook is a good
deal more optimistic. We see no reason why the future, at

Paul Bello
Air Force Research Laboratory
Information Directorate
525 Brooks Rd.
Rome NY 13441-4515
Paul.Bello@rl.af.mil

In the future we envisage, Leibniz’s “calculation” would boil
down to formal proof and/or model generation in rigorously
defined, machine-implemented logics of action and obliga-
tion.

Such logics would allow for proofs establishing that:

. Robots only take permissible actions; and

N

all actions that are obligatory for robots are actually per-
formed by them (subject to ties and conflicts among avail-
able actions).

Moreover, such proofs would be highly reliable (i.c., have
a very small “trusted base”), and explained in ordinary En-
glish.

Clearly, this remains largely a vision. There are many
thorny issues, not least among which are criticisms regard-
ing the practical relevance of such formal logics, efficiency
issues in their mechanization, etc.; we will discuss some of
these points shortly. Nevertheless, mechanized ethical rea-
soning remains an intriguing vision worth investigating.

Of course one could also object to the wisdom of logic-
based AI in general. While other ways of pursuing Al
may well be preferable in certain contexts, we believe that
in this case a logic-based approach (Bringsjord & Fer-
rucci 1998a; 1998b; Genesereth & Nilsson 1987; Nilsson
1991; Bringsjord, Arkoudas, & Schimanski forthcoming) is
ising because one of the central issues here is that of

least in principle, can’t be engineered to preclude doomsd
scenarios of malicious robots taking over the world.

One approach to the task of building well-behaved robots
emphasizes careful ethical reasoning based on mechanized
formal logics of action, obligation, and permissibility; that is
the approach we explore in this paper. It is a line of research
in the spirit of Leibniz’s famous dream of a universal moral
calculus (Leibniz 1984):

‘When controversies arise, there will be no more need
for a disputation between two philosophers than there
would be between two accountants [computistas]. It
would be enough for them to pick up their pens and sit
at their abacuses, and say to each other (perhaps having
summoned a mutual friend): ‘Let us calculate.”

“We gratefully acknowledge that this research was in part sup-
ported by Air Force Research Labs (AFRL), Rome.
Copyright © 2005, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

trust—and mechanized formal proofs are perhaps the single
most effective tool at our disposal for establishing trust.

Deontic logic, agency, and action

In standard deontic logic (Chellas 1980; Hilpinen 2001;
Aqvist 1984), or just SDL, the formula QP can be inter-
preted as saying that it ought to be the case that P, where
P denotes some state of affairs or proposition. Notice that
there is no agent in the picture, nor are there actions that an
agent might perform. This is a direct consequence of the
fact that SDL is derived directly from standard modal logic,
which applies the possibility and necessity operators < and
O to formulae standing for propositions or states of affairs.
For example, the deontic logic D* has one rule of inference,
viz.,

OoP—-0Q
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And the environments can e.g. present agents with Turing-undecidable problems!

AGI 2024
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GCIl => UCI

In general, for a computational artifact C to have GCI, we hold that it must produce a result p
that is,
Significant by at least near-consensus among relevant humans, intrinsically significant;

Independent generated by a problem-solving run carried out to a high degree by C independent
of human insight and assistance; and

Innovative where this problem-solving run begins from a starting point ¢ that is a “long distance”
from p.

We shall assume that A applied to a pair (¢, p) yields a distance §; we therefore write
AL, p) = 0.

To say that C produces p having started with ¢, we write
C:1.— p.

We shall further assume that the general space of inputs is ¢*, and the general space of results
p*. Under this notation, it can be informatively said that a good indicator of whether a result is
significant is that the function f from ¢* to p* is Turing-unsolvable. Were this indicator promoted
to an absolute requirement, which is quite tempting, the first property of GCI could plausibly be
formalized via something like the following equation as a necessary condition for this property
(significance) to be possessed.”

C : « — p where the function f ::* — p* is Turing-unsolvable. (2)

"One must be careful here. Let h be a binary halting function taking as input the Godel number n™ of a Turing
machine M along with input m to that Turing machine. As is well-known, h is Turing-uncomputable. Yet there are
individual Turing machines, accompanied by inputs to them, which can be instantly declared and proved to be either
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formalized via something like the following equation as a necessary condition for this property
(significance) to be possessed.”

C : © — p where the functio* f " — p* is Turing-unsolvable. (2)

"One must be careful here. Let h be a binary halting function taking as input the Godel number n™ of a Turing
machine M along with input m to that Turing machine. As is well-known, h is Turing-uncomputable. Yet there are
individual Turing machines, accompanied by inputs to them, which can be instantly declared and proved to be either
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Abstract:

We explain that the concept of universal cognitive intelligence (UCJ7) can be derived in part by generalization from the previously introduced
(and axiomatized) theory of cognitive consciousness, and the framework, A, for measuring the degree of such consciousness in an agent at a
given time. UC7 (i) covers intelligence that is artificial or natural (or a hybrid thereof) in nature, and intelligence that is not merely Turing-level
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Polynomial, Arithmetic, and Analytic Hierarchies), while at the same yielding its own new all-encompassing hierarchy of logic machines: 2.
We end with an admission: UC7 by our lights, for reasons previously published, cannot take account of any form of intelligence that genuinely
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Everything (legally or morally) obligatory for a is done by a.

Our agent @ Is invariably civil and heroic, and (certainly!) never red.
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LLMs fail utterly; specimen upon specimen given @ Keynote to open German National Al Conference (2023)
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Informal Version of DDE

the action is not forbidden (where we assume an ethical hier-
archy such as the one given by Bringsjord [2017], and require
that the action be neutral or above neutral in such a hierarchy);

the net utility or goodness of the action is greater than some
positive amount ;

the agent performing the action intends only the good effects;
the agent does not intend any of the bad effects;

the bad effects are not used as a means to obtain the good ef-
fects; and

if there are bad effects, the agent would rather the situation be
different and the agent not have to perform the action. That is,
the action is unavoidable.












Formal Conditions for DDE

F;1 o carried out at ¢ is not forbidden. That is:
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still hold after removing all other good effects.) There is
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of’ with 1 (fp,) <0, and some y with < y < H such
that the following holds:
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F3, The agent a does not intend any bad effect. For all fluents
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0, and for all y such that t < y < H the following holds:
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F4 The harmful effects don’t cause the good effects. Four
permutations, paralleling the definition of [> above, hold
here. One such permutation is shown below. For any bad
fluent fj holding at #1, and any good fluent fg holding at
some #;, such that ¢ < t1,# < H, the following holds:
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consciousness can contribute to creating ethical Al systems.
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Introduction

In April 2023, the prestigious Association for Mathematical Consciousness Science
(AMCS), which brings together researchers studying the theoretical aspects of
consciousness, published an open letter entitled “The Responsible Development of Al
Agenda Needs to Include Consciousness Research!”

‘This letter came in response to the Future of Life Institute’ letter regarding the proposed
‘moratorium of at least 6 months for training Al systems of the GPT-4 type?. The letter, whose
signatories include distinguished Turing Award scholars such as Manuel Blum and Yoshua
Bengio, and many other scholars active in Al and consciousness, calls for research on Al to
be coupled with consciousness research.

In Chella et al. (2022 key aspects of rtificial d

reviewed, introducing the main concepts, theories, and issues related to this field of research.

‘Two recent review papers, by Chalmers and by Butlin et al, summarize the state-of-the-
artofartificial consciousness. Chalmers (2023) analyzes the possibility that a large language
model, such as ChatGPT, may eventually be conscious by reviewing some commonly
accepted indicators for consciousness. Examples are the capability of self-reporting and
sceming conscious and conversational, as well as general intelligence capability. Chalmers
also analyzes structural capabilities, such as the presence of senses and embodiment, the
capability of recurrent processing and building a model of self and the environment, and the
presence of a global workspace and unified agency: Chalmers then rules out the possibility
of artificial consciousness in the current version of ChatGPT because it lacks all these
capabilities.

A similar strategy is taken by Butlin et al. (2023). The authors consider the prominent
theories of consciousness in the literature: the recurrent processing theory, the global
workspace theory, the higher-order theory, the attention schema theory, the predictive

dagencyand bilities. Then, the authors outline the indicator
properties derived from each of these theories. Considering these indicator properties,
the authors conclude that no current Al system is a strong candidate for consciousness.
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This letter came in response to the Future of Life Institute’s letter regarding the proposed
moratorium of at least 6 months for training Al systems of the GPT-4 type?. The letter, whose
signatories include distinguished Turing Award scholars such as Manuel Blum and Yoshua
Bengio, and many other scholars active in Al and consciousness, calls for research on Al to
be coupled with consciousness research.

In Chella et al. (2022), some key theoretical aspects of artificial consciousness studies are
reviewed, introducing the main concepts, theories, and issues related to this field of research.

Two recent review papers, by Chalmers and by Butlin et al., summarize the state-of-the-
art of artificial consciousness. Chalmers (2023) analyzes the possibility that a large language
model, such as ChatGPT, may eventually be conscious by reviewing some commonly
accepted indicators for consciousness. Examples are the capability of self-reporting and
seeming conscious and conversational, as well as general intelligence capability. Chalmers
also analyzes structural capabilities, such as the presence of senses and embodiment, the
capability of recurrent processing and building a model of self and the environment, and the
presence of a global workspace and unified agency. Chalmers then rules out the possibility
of artificial consciousness in the current version of ChatGPT because it lacks all these
capabilities.

A similar strategy is taken by Butlin et al. (2023). The authors consider the prominent
theories of consciousness in the literature: the recurrent processing theory, the global
workspace theory, the higher-order theory, the attention schema theory, the predictive
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primitives. In contrast, slow time constraints characterize the
networks at the higher levels of the hierarchy and are related to the
recognition and generation of action plans.

Then, MTRNN operation is characterized by self-organization
of the hierarchy consisting of the bottom-up acquisition of sensory
data and the top-down generation of action plans related to the
robot's intentions, which in turn trigger sequences of behavior
primitives and movements. Tani showed that a sort of “free will”
may be observed in the architecture when the higher-level networks
spontaneously generate the robot's intentions through chaos. Then,
when a gap emerges between the top-down generated intentions
and the bottom-up perception of the external world, conscious
awareness of intentions arises to minimize this gap [see Tani (2017),
Chap. 10).

Tani disputes that this mechanism of free will may allow the
robot to generate cither good or bad behaviors. However, the robot
‘may learn moral values such as its behavior. Then, it may learn to
generate good behaviors according to its values and to inhibit bad
behaviors.

Cognitive consciousness

A completely different approach from the one described above

was proposed by Bringsjord and Naveen Sundar (2020). The authors

define “cognitive " as the functional

that an entity with ‘must have, without

regard to whether the entity fecls anything. The authors then define
ic that roughly coinci afamily of higher-ord,

quantified multi-operator modal logics for formally reasoning about

the properties of consciousness. The characteristics of an entity

endowed with consciousness are then formally defined through

a system of axioms. The authors also implemented an automatic

acognitivel

reasoning system and a planner related to systems endowed with
consciousness.

An interesting aspect of the theory concerns the definition of
a measure, called Lambda, the degree of cognitive consciousness
of an entity. The Lambda measure provides the degree of
cognitive consciousness of an agent at a given time and over
intervals composed of such times. The measure has interesting
aspects: it predicts null consciousness for some animals and
‘machines, and a discontinuity in the level of consciousness between
humans and machines and between humans and humans. One
debated aspect concerns the null consciousness prediction for
Al agents whose behavior is based on learning about neural
networks.
Naveen Sundar and Bringsjord (2017) also built an AI system
capable i doctrine of doubl and the well-
known trolley problem and measured its level of consciousness. It
follows from this study that reasoning about the doctrine of double
effect requires a fairly high level of cognitive consciousness, which is
not attainable by simple Al systems.

Artificial wisdom

“Artificial Phronesis” or artificial wisdom considers an artificial
agent who is not bound to follow a specific ethical theory, such as
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the double-effect theory or the deontological theory, but possesses
the general ability to solve ethical problems wisely (Sullins et al.,
2021).

According to this approach, an ethical agent should perform
his or her actions based on wisdom and not through mere
implementation of ethical doctrines. Following Aristotle, the ability
to act wisely cannot be formalized through rules but is a practice
that the agent must acquire through experience. Real situations are
generally complex; each is encountered for the first time and thus
lacks prior experience. Artificial wisdom, therefore, requires a wise
agent to have the ability to understand the context, that is, what
the actors are and what is at stake. The agent must also have the
ability to learn new contexts and improvise on predefined patterns;
it must be aware of the actions and potential reactions of other
actors.

Finally, the agent must be able to revise its behavior by
analyzing the interactions made. An early implementation of
an agent based on artificial wisdom was described by Stenseke
(2021).

In this vein, Chellaetal. (2020) and Chella etal. (2024) are
studying the effect of robots inner speech on artificial wisdom.
Specifically, the research has focused on experiments in which a
user and a robot must perform a collaborative task, such as setting
a dining table in a nursing home where people with dementia are
also present. The experiments analyze how a user, by hearing the
robot’s inner speech during the collaborative task, can achieve a
higher degree of awareness of issues related to people with dementia.
Preliminary results support this hypothesis.

Conclusion

In this mini-review, we analyzed case studies focused on ethical
Al agents inspired and influenced by various theories of artificial
consciousness. This process allowed us to critically explore different
facets of this complex topic.

Two of the most challenging questions concern whether an Al
system may be a moral agent and ifa form of artificial consciousness
is needed to ensure ethical behavior in the Al system. These
questions have d remain 1 open lines

of research. ‘The problematic nature of the issue lies in defining
what we mean by “consciousness” in a non-biological entity and in
delineating the criteria to measure the ethics of an action performed
by an Al system.

Finally, we
of rescarch on consciousness and emotion studis in machines for
progress toward more ethical Al

‘This debate
issue: the ability of machines to “feel” or “understand”
authentically and how that ability might influence their ethical
behavior.

‘These issues are dense with theoretical, methodological, and
ethical implications and challenges that the scientific community
cannot ignore. Their complexity is a reminder of the importance of
a multidisciplinary approach in Al research, combining computer
science, philosophy, psychology, neuroscience, and ethics to develop
Al systems that are not only technically advanced but also ethically
responsible.
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24. CAN CONSCIOUSNESS BE EXPLAINED
BY INTEGRATED INFORMATION THEORY
OR THE THEORY OF COGNITIVE
CONSCIOUSNESS?!

Selmer Bringsjord and Naveen Sundar Govindarajulu

1. Introduction

As READERs will doubtless have noted by now,
some other chapters in the present volume have
expressed the view (rather agreeable to us) that
many aspects of human-level mental phenom-
ena are recalcitrant to a mindset that insists
upon mathematical and (usually) material ex-
planations.  First-person subjectivity, inten-
tionality, mathematical cognition, robust epis-
temic states, consciousness. . .these phenomena
are exceedingly hard to explain in such a man-
ner. It is the final member of that list of chal-
lenges that is our focus in the present chapter.
Can science operating in the math-and-material
manner explain—and perhaps even, courtesy
of associated engineering, replicate in artificial
agents—consciousness?

This question is now pressed upon at least
all technologized societies on Earth, because
of the advent of artificial agents able to con-
verse in seemingly flawless English about pretty
much anything, including consciousness itself.

A famous example is ChatGPT. This class of
agents falls into what is now called “genera-
tive Al,” which includes agents not only able
to generate natural language, but also images.
In the case of language, these agents are some-
times called “chatbots,” but are more precisely
known as “Large Language Models.” Some
of these agents have been declared conscious,?
and the question of whether they are is really
just a special case of the general question taken
up in the present chapter. We are very confi-
dent that ascriptions of consciousness to artifi-
cial agents are only going to grow in frequency,
and such ascriptions are going to increasingly
be issued by voices that seem balanced and au-
thoritative. This chapter should in our opinion
be read and understood by those humans who
will find themselves living in the trend we fore-
see, because it provides at least a starting basis
for two fundamental ways of looking not just at
consciousness in general, but consciousness in
computational artifacts.
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