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A key distinction 
(reminder of which made eg last month @ RP2024 by W.  Wallach) 

…







AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2

Circa 1975 (Waner); D. Johnson book, 1985.



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2

Circa 1975 (Waner); D. Johnson book, 1985.



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2

Circa 1975 (Waner); D. Johnson book, 1985.



AI Ethics as Extension of 
“Computer Ethics”:
What ought the human to 
do in creating/using AI?

Machine Ethics/Roboethics:
How do we ensure that AI are 
themselves ethically correct?

1 2

Firmly founded circa 2005.Circa 1975 (Waner); D. Johnson book, 1985.
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And the environments can e.g. present agents with Turing-undecidable problems!

AGI 2024

Oswald et al.

But this is consistent w/ super-intelligent agents can knowing absolutely nothing!
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UCI = [ f [𝔞] ∘ Λ[𝔞]]



But what is ethical 
correctness?

…
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the supererogatorythe suberogatory

An agent a is ethically correct if and only if …

Nothing morally forbidden is done by .𝔞

Everything (legally or morally) obligatory for  is done by .𝔞 𝔞

Our agent  is invariably civil and heroic, and (certainly!) never red.𝔞
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valid reasoning from some body of information  that doing 

some action  is morally impermissible, and agent  is supplied 

with , this agent can itself reason to the moral impermissibility 

of doing a (in verifiably valid fashion) from .

𝔞
Φ

a 𝔞
Φ

Φ

Simplifying:  Single Necessary Condition for
Verifiably Correct Ethical Correctness

LLMs fail utterly; specimen upon specimen given @ Keynote to open German National AI Conference (2023)



The PAID Problem Solved 
…
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namely, which theory/kind of 
consciousness?!
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Bringsjord et al.:  Cognitive Consciousness

Armed with TCC and , obstacle surmounted .Λ



Non-Technical Portal to TCC

https://www.discovery.org/m/securepdfs/2023/09/MindingTheBrain_DI_FINAL_Ch24.pdf

https://www.discovery.org/m/securepdfs/2023/09/MindingTheBrain_DI_FINAL_Ch24.pdf
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Med nok penger,  kan logikk 
løse alle våre problemer.


