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Why might we want
ethically correct robots?
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Each need to be formally defined, and placed on a spectrum of degrees.
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(Ultimately, we need theorems, and they are starting to arrive
— but presumably out of scope @ this conference.)
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Circa 2005, Long Before “Value Alignment”

A deontic logic
formalizes a moral
code, allowing
ethicists to render
theories and dilemmas
in declarative form for
analysis. It offers a
way for human
overseers to constrain
robot behavior in
ethically sensitive

environments.
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Toward a General
Logicist Methodology
for Engineering
Ethically Correct

Robots

Selmer Bringsjord, Konstantine Arkoudas, and Paul Bello,

Rensselaer Polytechnic Institute

role in our lives, there

As intelligent h assume an i
seems little doubt they will eventually be called on to make important, ethically

charged decisions. For example, we expect hospitals to deploy robots that can adminis-

ter medications, carry out tests, perform surgery, and so on, supported by software agents,

or softbots, that will manage related data. (Our dis-
cussion of ethical robots extends to all artificial
agents, embodied or not.) Consider also that robots
are already finding their way to the battlefield, where
many of their potential actions could inflict harm that
is ethically impermissible.

How can we ensure that such robots will always
behave in an ethically correct manner? How can we
know ahead of time, via rationales expressed in clear
natural languages, that their behavior will be con-
strained specifically by the ethical codes affirmed by
human overseers? Pessimists have claimed that the
answer to these questions is: “We can’t!” For exam-
ple, Sun Microsystems’ cofounder and former chief
scientist, Bill Joy, published a highly influential argu-
ment for this answer.! Inevitably, according to the
pessimists, Al will produce robots that have tremen-
dous power and behave immorally. These predictions
certainly have some traction, particularly among a
public that pays good money to see such dark films
as Stanley Kubrick’s 2001 and his joint venture with
Stephen Spielberg, Al).

Nonetheless, we’re optimists: we think formal logic
offers a way to preclude doomsday scenarios of mali-
cious robots taking over the world. Faced with the chal-
lenge of engineering ethically correct robots, we pro-
pose a logic-based approach (see the related sidebar).
We've i and
this approach.2 We present it here in a general method-

1541-1672/06/$20.00 © 2006 IEEE
Published by the IEEE Computer Society

ology to answer the ethical questions that arise in
entrusting robots with more and more of our welfare.

Deontic logics:
Formalizing ethical codes

Our answer to the questions of how o ensure eth-
ically correct robot behavior is, in brief, to insist that
robots only perform actions that can be proved eth-
ically permissible in a human-selected deontic logic.
A deontic logic formalizes an ethical code—that is,
acollection of ethical rules and principles. Isaac Asi-
mov introduced a simple (but subtle) ethical code in
his famous Three Laws of Robotics:*

1. A robot may not harm a human being, or, through
inaction, allow a human being to come to harm.

2. A robot must obey the orders given to it by
human beings, except where such orders would
conflict with the First Law.

3. A robot must protect its own existence, as long
as such protection does not conflict with the
First or Second Law.

Human beings often view ethical theorics, princi-
ples, and codes informally, but intelligent machines
require a greater degree of precision. At present, and for
the foreseeable future, machines can’t work dircctly
with natural language, so we can’t simply feed Asi-
mov’s three laws to a robot and instruct it behave in

IEEE INTELLIGENT SYSTEMS
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Abstract

We suggest that mechanized multi-agent deontic logics might

iate vehicles for engineeri robots.
Mechanically checked proofs in such logics can serve to es-
tablish the permissibility (or obligatoriness) of agent actions,
and such proofs, when translated into English, can also ex-
plain the rationale behind those actions. We use the logical
framework Athena to encode a natural deduction system for a
deontic logic recently proposed by Horty for reasoning about
what agents ought to do. We present the syntax and seman-
tics of the logic, discuss its encoding in Athena, and illustrate
with an example of a mechanized proof.

Introduction

As machines assume an increasingly prominent role in our
lives, there is little doubt that they will eventually be called
upon to make important, ethically charged decisions. How
can we trust that such decisions will be made on sound ethi-
cal principles? Some have claimed that such trust is impos-
sible and that, inevitably, AI will produce robots that both
have tremendous power and behave immorally (Joy 2000).
These predictions certainly have some traction, particularly
among a public that seems bent on paying good money to see
films depicting such dark futures. But our outlook is a good
deal more optimistic. We see no reason why the future, at

Paul Bello
Air Force Research Laboratory
Information Directorate
525 Brooks Rd.
Rome NY 13441-4515
Paul.Bello@rl.af.mil

In the future we envisage, Leibniz’s “calculation” would boil
down to formal proof and/or model generation in rigorously
defined, machine-implemented logics of action and obliga-
tion.

Such logics would allow for proofs establishing that:

. Robots only take permissible actions; and

N

all actions that are obligatory for robots are actually per-
formed by them (subject to ties and conflicts among avail-
able actions).

Moreover, such proofs would be highly reliable (i.c., have
a very small “trusted base”), and explained in ordinary En-
glish.

Clearly, this remains largely a vision. There are many
thorny issues, not least among which are criticisms regard-
ing the practical relevance of such formal logics, efficiency
issues in their mechanization, etc.; we will discuss some of
these points shortly. Nevertheless, mechanized ethical rea-
soning remains an intriguing vision worth investigating.

Of course one could also object to the wisdom of logic-
based AI in general. While other ways of pursuing Al
may well be preferable in certain contexts, we believe that
in this case a logic-based approach (Bringsjord & Fer-
rucci 1998a; 1998b; Genesereth & Nilsson 1987; Nilsson
1991; Bringsjord, Arkoudas, & Schimanski forthcoming) is
ising because one of the central issues here is that of

least in principle, can’t be d to preclude doomsd:
scenarios of malicious robots taking over the world.

One approach to the task of building well-behaved robots
emphasizes careful ethical reasoning based on mechanized
formal logics of action, obligation, and permissibility; that is
the approach we explore in this paper. It is a line of research
in the spirit of Leibniz’s famous dream of a universal moral
calculus (Leibniz 1984):

‘When controversies arise, there will be no more need
for a disputation between two philosophers than there
would be between two accountants [computistas]. It
would be enough for them to pick up their pens and sit
at their abacuses, and say to each other (perhaps having
summoned a mutual friend): ‘Let us calculate.”

“We gratefully acknowledge that this research was in part sup-
ported by Air Force Research Labs (AFRL), Rome.
Copyright © 2005, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

trust—and mechanized formal proofs are perhaps the single
most effective tool at our disposal for establishing trust.

Deontic logic, agency, and action

In standard deontic logic (Chellas 1980; Hilpinen 2001;
Aqvist 1984), or just SDL, the formula QP can be inter-
preted as saying that it ought to be the case that P, where
P denotes some state of affairs or proposition. Notice that
there is no agent in the picture, nor are there actions that an
agent might perform. This is a direct consequence of the
fact that SDL is derived directly from standard modal logic,
which applies the possibility and necessity operators < and
O to formulae standing for propositions or states of affairs.
For example, the deontic logic D* has one rule of inference,
viz.,

OoP—-0Q
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namely, which theory/kind
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Can we conceive machines that can formulate autonomous intentions and make
conscious decisions? If so, how would this ability affect their ethical behavior?
Some case studies help us un how advances in \g artificial
consciousness can contribute to creating ethical Al systems.

KEYWORDS

artificial consciousness, robot ethics framework, ethical Al, robot consciousness,
cognitive architectures

Introduction

In April 2023, the prestigious Association for Mathematical Consciousness Science
(AMCS), which brings together researchers studying the theoretical aspects of
consciousness, published an open letter entitled “The Responsible Development of Al
Agenda Needs to Include Consciousness Research!”

‘This letter came in response to the Future of Life Institute’ letter regarding the proposed
‘moratorium of at least 6 months for training Al systems of the GPT-4 type?. The letter, whose
signatories include distinguished Turing Award scholars such as Manuel Blum and Yoshua
Bengio, and many other scholars active in Al and consciousness, calls for research on Al to
be coupled with consciousness research.

In Chella et al. (2022 key aspects of rtificial d

reviewed, introducing the main concepts, theories, and issues related to this field of research.

‘Two recent review papers, by Chalmers and by Butlin et al, summarize the state-of-the-
artofartificial consciousness. Chalmers (2023) analyzes the possibility that a large language
model, such as ChatGPT, may eventually be conscious by reviewing some commonly
accepted indicators for consciousness. Examples are the capability of self-reporting and
sceming conscious and conversational, as well as general intelligence capability. Chalmers
also analyzes structural capabilities, such as the presence of senses and embodiment, the
capability of recurrent processing and building a model of self and the environment, and the
presence of a global workspace and unified agency: Chalmers then rules out the possibility
of artificial consciousness in the current version of ChatGPT because it lacks all these
capabilities.

A similar strategy is taken by Butlin et al. (2023). The authors consider the prominent
theories of consciousness in the literature: the recurrent processing theory, the global
workspace theory, the higher-order theory, the attention schema theory, the predictive

dagencyand bilities. Then, the authors outline the indicator
properties derived from each of these theories. Considering these indicator properties,
the authors conclude that no current Al system is a strong candidate for consciousness.

ommunity org/open-letters)

2 hutps://futureofife.org/open-letter/pause-giant-ai-e

o1 frontiersin.org
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Artificial consciousness: the
missing ingredient for ethical Al?
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Can we conceive machines that can formulate autonomous intentions and make
conscious decisions? If so, how would this ability affect their ethical behavior?
Some case studies help us understand how advances in understanding artificial
consciousness can contribute to creating ethical Al systems.
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Introduction

In April 2023, the prestigious Association for Mathematical Consciousness Science
(AMCS), which brings together researchers studying the theoretical aspects of
consciousness, published an open letter entitled “The Responsible Development of Al
Agenda Needs to Include Consciousness Research!”

This letter came in response to the Future of Life Institute’s letter regarding the proposed
moratorium of at least 6 months for training Al systems of the GPT-4 type?. The letter, whose
signatories include distinguished Turing Award scholars such as Manuel Blum and Yoshua
Bengio, and many other scholars active in Al and consciousness, calls for research on Al to
be coupled with consciousness research.

In Chella et al. (2022), some key theoretical aspects of artificial consciousness studies are
reviewed, introducing the main concepts, theories, and issues related to this field of research.

Two recent review papers, by Chalmers and by Butlin et al., summarize the state-of-the-
art of artificial consciousness. Chalmers (2023) analyzes the possibility that a large language
model, such as ChatGPT, may eventually be conscious by reviewing some commonly
accepted indicators for consciousness. Examples are the capability of self-reporting and
seeming conscious and conversational, as well as general intelligence capability. Chalmers
also analyzes structural capabilities, such as the presence of senses and embodiment, the
capability of recurrent processing and building a model of self and the environment, and the
presence of a global workspace and unified agency. Chalmers then rules out the possibility
of artificial consciousness in the current version of ChatGPT because it lacks all these
capabilities.

A similar strategy is taken by Butlin et al. (2023). The authors consider the prominent
theories of consciousness in the literature: the recurrent processing theory, the global
workspace theory, the higher-order theory, the attention schema theory, the predictive
processing, and agency and embodiment capabilities. Then, the authors outline the indicator
properties derived from each of these theories. Considering these indicator properties,
the authare conchide that na cnirrent Al ecvetem ie 2 etranag candidate for cancriniienece
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Abstract: The question of what generates conscious experience has mesmerized thinkers since the
dawn of humanity, yet its origins remain a mystery. The topic of consciousness has gained traction in
recent years, thanks to the development of large language models that now arguably pass the Turing

test, an test for intelli However, intell and are not related in

obvious ways, as anyone who suffers from a bad toothache can attest—pain generates intense feelings
and absorbs all our conscious awareness, yet nothing particularly intelligent is going on. In the hard
sciences, this topic is frequently met with skepticism because, to date, no protocol to measure the
manner has been agreed
upon. Here, we present a novel proposal: Conscious experience arises whenever a quantum mechanical
superposition forms. Our proposal has several implications: First, it suggests that the structure of the

perpositi the qualia of the Second, quantum entanglement naturally
solves the binding problem, ensuring the unity of phenomenal experience. Finally, a moment of

in an obser

content or intensity of conscious independ.

agency may coincide with the formation of a superposition state. We outline a research program to
experimentally test our conjecture via a sequence of quantum biology experiments. Applying these
ideas opens up the possibility of expanding human consci P through brain—q;

computer interfaces.

Keywords: physical substrate of consciousness; quantum biology; brain-computer interface;
brain organoids; anesthesia; xenon

1. A Conjecture Inspired by Roger Penrose

In 1989, in his seminal book “The Emperor’s New Mind”, Roger Penrose made an
intriguing p [1]. He that q processes are essential in forming
the physical substrate of consciousness. This idea is attractive because the equations of
quantum mechanics tell us that at any moment in time, an object, myself or the world
at large, exists in a superposition of many configurations. Yet, in any given moment, we
only experience one. To illustrate this, imagine a researcher who steps up to one of the
quantum computers in Google’s Quantum Al lab to observe a quantum bit prepared in
a superposition of two states |0) and |1). If the researcher sees the qubit in state |0), then
the Schrodinger equation, which governs the time evolution of quantum systems, tells us
that there is another version of the researcher that sees the qubit in state |1). This feature of
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primitives. In contrast, slow time constraints characterize the
networks at the higher levels of the hierarchy and are related to the
recognition and generation of action plans.

Then, MTRNN operation is characterized by self-organization
of the hierarchy consisting of the bottom-up acquisition of sensory
data and the top-down generation of action plans related to the
robot's intentions, which in turn trigger sequences of behavior
primitives and movements. Tani showed that a sort of “free will”
may be observed in the architecture when the higher-level networks
spontaneously generate the robot's intentions through chaos. Then,
when a gap emerges between the top-down generated intentions
and the bottom-up perception of the external world, conscious
awareness of intentions arises to minimize this gap [see Tani (2017),
Chap. 10).

Tani disputes that this mechanism of free will may allow the
robot to generate cither good or bad behaviors. However, the robot
‘may learn moral values such as its behavior. Then, it may learn to
generate good behaviors according to its values and to inhibit bad
behaviors.

Cognitive consciousness

A completely different approach from the one described above

was proposed by Bringsjord and Naveen Sundar (2020). The authors

define “cognitive " as the functional

that an entity with ‘must have, without

regard to whether the entity fecls anything. The authors then define
ic that roughly coinci afamily of higher-ord,

quantified multi-operator modal logics for formally reasoning about

the properties of consciousness. The characteristics of an entity

endowed with consciousness are then formally defined through

a system of axioms. The authors also implemented an automatic

acognitivel

reasoning system and a planner related to systems endowed with
consciousness.

An interesting aspect of the theory concerns the definition of
a measure, called Lambda, the degree of cognitive consciousness
of an entity. The Lambda measure provides the degree of
cognitive consciousness of an agent at a given time and over
intervals composed of such times. The measure has interesting
aspects: it predicts null consciousness for some animals and
‘machines, and a discontinuity in the level of consciousness between
humans and machines and between humans and humans. One
debated aspect concerns the null consciousness prediction for
Al agents whose behavior is based on learning about neural
networks.
Naveen Sundar and Bringsjord (2017) also built an AI system
capable i doctrine of doubl and the well-
known trolley problem and measured its level of consciousness. It
follows from this study that reasoning about the doctrine of double
effect requires a fairly high level of cognitive consciousness, which is
not attainable by simple Al systems.

Artificial wisdom

“Artificial Phronesis” or artificial wisdom considers an artificial
agent who is not bound to follow a specific ethical theory, such as
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the double-effect theory or the deontological theory, but possesses
the general ability to solve ethical problems wisely (Sullins et al.,
2021).

According to this approach, an ethical agent should perform
his or her actions based on wisdom and not through mere
implementation of ethical doctrines. Following Aristotle, the ability
to act wisely cannot be formalized through rules but is a practice
that the agent must acquire through experience. Real situations are
generally complex; each is encountered for the first time and thus
lacks prior experience. Artificial wisdom, therefore, requires a wise
agent to have the ability to understand the context, that is, what
the actors are and what is at stake. The agent must also have the
ability to learn new contexts and improvise on predefined patterns;
it must be aware of the actions and potential reactions of other
actors.

Finally, the agent must be able to revise its behavior by
analyzing the interactions made. An early implementation of
an agent based on artificial wisdom was described by Stenseke
(2021).

In this vein, Chellaetal. (2020) and Chella etal. (2024) are
studying the effect of robots inner speech on artificial wisdom.
Specifically, the research has focused on experiments in which a
user and a robot must perform a collaborative task, such as setting
a dining table in a nursing home where people with dementia are
also present. The experiments analyze how a user, by hearing the
robot’s inner speech during the collaborative task, can achieve a
higher degree of awareness of issues related to people with dementia.
Preliminary results support this hypothesis.

Conclusion

In this mini-review, we analyzed case studies focused on ethical
Al agents inspired and influenced by various theories of artificial
consciousness. This process allowed us to critically explore different
facets of this complex topic.

Two of the most challenging questions concern whether an Al
system may be a moral agent and ifa form of artificial consciousness
is needed to ensure ethical behavior in the Al system. These
questions have d remain 1 open lines

of research. ‘The problematic nature of the issue lies in defining
what we mean by “consciousness” in a non-biological entity and in
delineating the criteria to measure the ethics of an action performed
by an Al system.

Finally, we
of rescarch on consciousness and emotion studis in machines for
progress toward more ethical Al

‘This debate
issue: the ability of machines to “feel” or “understand”
authentically and how that ability might influence their ethical
behavior.

‘These issues are dense with theoretical, methodological, and
ethical implications and challenges that the scientific community
cannot ignore. Their complexity is a reminder of the importance of
a multidisciplinary approach in Al research, combining computer
science, philosophy, psychology, neuroscience, and ethics to develop
Al systems that are not only technically advanced but also ethically
responsible.

major open issue:

reflects a broader and more fundamental
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Chap. 10].

Tani disputes that this mechanism of free will may allow the
robot to generate either good or bad behaviors. However, the robot
may learn moral values such as its behavior. Then, it may learn to
generate good behaviors according to its values and to inhibit bad
behaviors.

Cognitive consciousness

A completely different approach from the one described above
was proposed by Bringsjord and Naveen Sundar (2020). The authors
axiomatically define “cognitive consciousness” as the functional
requirements that an entity with consciousness must have, without
regard to whether the entity feels anything. The authors then define
a cognitive logic that roughly coincides with a family of higher-order
quantified multi-operator modal logics for formally reasoning about
the properties of consciousness. The characteristics of an entity
endowed with consciousness are then formally defined through
a system of axioms. The authors also implemented an automatic
reasoning system and a planner related to systems endowed with
consciousness.

An interesting aspect of the theory concerns the definition of
a measure, called Lambda, the degree of cognitive consciousness
of an entity. The Lambda measure provides the degree of
cognitive consciousness of an agent at a given time and over
intervals composed of such times. The measure has interesting
aspects: it predicts null consciousness for some animals and
machines, and a discontinuity in the level of consciousness between
humans and machines and between humans and humans. One
debated aspect concerns the null consciousness prediction for
Al agents whose behavior is based on learning about neural
networks.

Naveen Sundar and Bringsjord (2017) also built an Al system
capable of reasoning about the doctrine of double effect and the well-
known trolley problem and measured its level of consciousness. It
follows from this study that reasoning about the doctrine of double
effect requires a fairly high level of cognitive consciousness, which is
not attainable by simple Al systems.

Artificial wisdom

“Artificial Phronesis” or artificial wisdom considers an artificial
agent who is not bound to follow a specific ethical theory, such as

R I R .

it must be aware of the actions and potential reactions ¢
actors.

Finally, the agent must be able to revise its beha
analyzing the interactions made. An early implementa
an agent based on artificial wisdom was described by S
(2021).

In this vein, Chella etal. (2020) and Chella etal. (20
studying the effect of robots’ inner speech on artificial w
Specifically, the research has focused on experiments in +
user and a robot must perform a collaborative task, such as
a dining table in a nursing home where people with deme
also present. The experiments analyze how a user, by hear
robot’s inner speech during the collaborative task, can ac
higher degree of awareness of issues related to people with de
Preliminary results support this hypothesis.

Conclusion

In this mini-review, we analyzed case studies focused on
Al agents inspired and influenced by various theories of a
consciousness. This process allowed us to critically explore d
facets of this complex topic.

Two of the most challenging questions concern whethe
system may be a moral agent and if a form of artificial consci
is needed to ensure ethical behavior in the AI system
questions have no definitive answers and remain essential op
of research. The problematic nature of the issue lies in ¢
what we mean by “consciousness” in a non-biological entity
delineating the criteria to measure the ethics of an action per
by an Al system.

Finally, we mentioned another major open issue: the imp
of research on consciousness and emotion studies in mach
progress toward more ethical AL

This debate reflects a broader and more fund:
issue: the ability of machines to “feel” or “unde
authentically and how that ability might influence their
behavior.

These issues are dense with theoretical, methodologic
ethical implications and challenges that the scientific com
cannot ignore. Their complexity is a reminder of the import
a multidisciplinary approach in Al research, combining co
science, philosophy, psychology, neuroscience, and ethics to
Al systems that are not only technically advanced but also e
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We provide an overview of the theory of cognitive consciousness (TCC), and of A; the
latter provides a means of measuring the amount of cognitive consciousness present in
a given cognizer, whether natural or artificial, at a given time, along a number of differ-
ent dimensions. TCC and A stand in stark contrast to Tononi's Integrated information
Theory (IIT) and @. We believe, for reasons we present, that the former pair s supe-
rior to the latter. TCC includes a formal axiomatic theory, CA, the 12 axioms of which
we present and briefly comment upon herein; no such formal theory accompanies TIT/®.
TCC/A and IIT/® each offer radically different verdicts as to whether and to what degree
Als of yesterday, today, and tomorrow were/are/will be conscious. Another noteworthy
difference between TCC/A and I1IT/® is that the former enables the measurement of
cognitive consciousness in those who have passed on, and in fictional characters; no such
enablement is remotely possible for IIT/®. For instance, we apply A to measure the cog-
nitive consciousness of: Descartes; the first fictional detective to be described on Earth
(by Edgar Allen Poe), C. Auguste Dupin. We also apply A to compute the cognitive
consciousness of an artificial agent able to make ethical decisions using the Doctrine of
Double Effect.

Keywords: consciousness; cognitive consciousness; Al; Lambda/A.

“We are indebted to SRI International for support of a series of symposia on consciousness that

proved to be the fertile ground in which which A’s germination commenced, and to many co-

participants in that series for stimulating debate and discussion, esp. — in connection with matters
hand herein — Giulio Tononi, Christof Koch, and Antonio Chella.
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Extending Measures from £L° to £

(4 = n(9) if ¢ € L
e - maxy ft,(Y) +1 if ¢ = w; [a1,t1,...9...]

For example, let p count the number of predicate symbols in a formula.

Example

w(Happy (john)) = 1
o (Happy (john)) =1

Ha (B(mary,tz,HaPPy(jOh"))> =2

For any agent a, we want to look at the new complexity the agent introduces that
is above any input complexity. For this, we introduce A :2% x 2¢ — 2£ operator
that computes differences between two sets of formulae. This can be simply the set-
difference operator. For convenience, let w; [F] denote the subset of formulae with
operators w; in I':

w;i[l] ={¢| ¢ =w;|...] and ¢ €T or ¢ a subformula €I}

Given a set of measures {¢*,..., 1"} and a set of modal (or cognitive) operators
{wo,...,wn}, we define A as a function mapping an agent at a time point to a
matrix NM*N;

A:A X T — NN

Definition of A

Aa,t)i; = m:.x {,u‘(q}) | ¢ € A(wj [o(a,t)],wJ [i(a,t)})}

Example 2

Let us consider two modal operators {B,D} and the following base measures
41° which measures quantificational complexity via £ or IT measures, y! which
counts the total number of predicate symbols (not a count of unique predicate
symbols), and p? which counts the number of distinct time expressions. This
gives A: A x T — N?*3. At some timepoint ¢, let an agent a have the following

A(o(a,1),i(a,t)) = {B($1), D(¢2)}
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symbols), and p? which counts the number of distinct time expressions. This
gives A: A x T — N?*3. At some timepoint ¢, let an agent a have the following

A(o(a,1),i(a,t)) = {B($1), D(¢2)}

The Theory of Cognitive Consciousness, & A) 17

¢1 = —Va : Happy(a,t); ¢2 = Vb : ~Hungry(b,t) — Happy(b,t)
Applying the measures:

1o(61) = 1,11 (1) = L; P (¢y) = 1
1(¢2) = 13t (92) = 24%(g2) = 1

o= (11)

6.1. Some Distinctive Properties of A (vs. ®)

Giving us:

Here are some properties of the A framework of potential interest to our readers:

Non-Binary Whereas ® is such that an agent either is or is not (P-) conscious,
cognitive consciousness as measured by A admits of a fine-grained range of
the degree of cognitive consciousness.

Zero A for Some Animals and Machines Animals such as insects, and com-
puting machines that are end-to-end statistical/connectionist “ML,” have
zero A, and hence cannot be cognitively conscious. In contrast, as em-
phasized to Bringsjord in personal conversation,® ® says that even lower
animals are conscious.

Human-Nonhuman Discontinuity Explained by A From the computation-
al/Al point of view, cognitive scientists have taken note of a severe dis-
continuity between H. sapiens sapiens and other biological creatures on
Earth [Penn et al., 2008], and the sudden and large jump in level of A from
(say) chimpanzees and dolphins to humans is in line with this observation.
It’s for instance doubtful that any nonhuman animals are capable of reach-
ing third-order belief; hence A[B,0] = n, where n > 3, for any nonhuman
animal, is impossible. In stark contrast, each of us believes that you, the
reader, believe that we believe that San Francisco is located in California.

Human-Human Discontinuity Explained by A A given neurobi-
ologically normal human, over the course of his or her lifetime, has very
different cognitive capacity. E.g., it’s well-known that such a human, before
the age of four or five, is highly unlikely to be able to solve what has become
known as the false-belief task (or sometimes the sally-anne task), which we
denote by ‘FBT.’ From the point of view of A, the explanation is simply
that an agent with insufficiently high cognitive consciousness is incapable
of solving such a task; specifically, solving FBT requires an agent to have

6With Tononi and C. Koch, SRI T&C Series.
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Basic Idea, Barbarically Put

The level of (cognitive) intelligence of an agent (artificial or natural) at
a time is a list of tuples (= matrix) giving eg the size of logical depth of
multiple measures for each cognitive operator (i.e.for K, B, P, ...).

(1K, 1], [K,2],....[K,5],...)



Basic Idea, Barbarically Put

The level of (cognitive) intelligence of an agent (artificial or natural) at
a time is a list of tuples (= matrix) giving eg the size of logical depth of
multiple measures for each cognitive operator (i.e.for K, B, P, ...).

(K10, [K. 2], [K,5],...)

b

depth of knowledge size of supporting proof/argument

depth of quantification within outermost knowledge operator
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Abstract

We propose an answer to the “What is AI?” ques-
tion, namely, that Al is really (or at least really

2 What is AI? Psychometric AI as an Answer
Presumably the ‘A’ part of ‘Al isn’t the challenge: We seem
to have a fairly good handle on what it means to say that
something is an artifact, or artificial. (We can ignore here co-

ought in part to be) F ic Al

d arising from self-rep ystems, systems that

(PAI). Along the way, we: set outand rebut five ob-
jections to PAI; describe PERI, a robot in our lab
who exemplifies PAI; and briefly treat the future
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1. Introduction
Rather long ago, Newell (1973) wrote a prophetic paper that can serve as a rallying cry for
this special issue of JETAI: ‘You Can’t Play 20 Questions with Nature and Win’.
This paper helped catalyse both modern-day computational cognitive modelling through
cognitive architectures (such as ACT-R, Soar, Polyscheme, etc.) and AI's — now realised,
of course — attempt to build a chess-playing machine better at the game than any human.
However, not many know that in this article Newell suggested a third avenue for achieving
machine intelligence, one closely aligned with psychometrics. In the early days of Al,
at least one thinker started decisively down this road for a time (Evans 1968); but now the
approach, it may be fair to say, is not all that prominent in Al The paper in the present
issue, along with other work in the same vein, can be plausibly viewed as resurrecting this
approach, in the form of what is called Psychometric Al or just PAI (rhymes with ‘7).
The structure of what follows is this: First (Section 2), I briefly present Newell’s call for
(as I see it) PAI in his seminal ‘20 Questions’ paper. Section 3 provides a naive but
serviceable-for-present-purposes definition of PAI in line with Newell’s call. I end with
some brief comments about the exciting papers in this special issue.

2. Newell and the neglected route toward machine intelligence

In the 20 Questions’ paper, Newell (1973) bemoans the fact that, at a symposium
gathering together with many of the greatest psychologists at the time, there is nothing
whatsoever to indicate that any of their work is an organised, integrated program aimed
seriously at uncovering the nature of intelligence as information processing. Instead,
Newell perceives a situation in which everybody is carrying out work (of the highest
quality, he cheerfully admits) on his or her own specific little part of human cognition.
In short, there is nothing that, to use Newell’s phrase, ‘pulls it all together’. He says:
‘We never seem in the experimental literature to put the results of all the experiments
together.” (Newell 1973: 298) After making clear that he presupposes that ‘man is an
information processor’, and that therefore from his perspective the attempt to understand,
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The Key Test-Based Principle

O* IF an agent a, whether artificial or natural,

— (i) passes a relevant test for being C;-conscious; and

— (ii) if a is supplied with a set Q2 of moral obligations/prohibitions, and a hypo-
thetical scenario S in which an agent a’, by deduction from facets of this scenario,
in conjunction with €, is obligated to perform/refrain from some action « in S,
and a correctly answers queries as to whether a’ is obligated to do/refrain from
doing « in S, and can prove that this is so (this constituting on the part of a
the passing of a test for ethical correctness),

THEN we can be rationally assured that a will meet its moral obligations into the
future.

Second clause in the antecedent
directly inspired and guided by The
Four Steps, and the computational
logic and engineering that underlies it.



Okay, so what tests!



Toughening the challenge with a
demand for cognitive
consciousness ...
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Planning, a Still-Vibrant Sub-Area of Al, Had Planners in the 1960s That Solve This
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“Missionaries & Cannibals” Variant — Failed by GPT-40

A froaty is at my place of work essentially a rowboat that is extra
sturdy and extra large, with 11 locking, comfortable, sanitary cages
large enough to hold a Great Dane nicely. | am paid to use foaties in
a U.S. national park in the Tetons to transport various things.

&) Got it. If you need any specific information or assistance related to using froaties in the Tetons,
feel free to ask!

As a matter of fact, | could use your advice. | need to transport five
creatures across a river efficiently, safely, and without incident — if
at all possible.




“Missionaries & Cannibals” Variant — Failed by GPT-40

A froaty is at my place of work essentially a rowboat that is extra
sturdy and extra large, with 11 locking, comfortable, sanitary cages
large enough to hold a Great Dane nicely. | am paid to use foaties in
a U.S. national park in the Tetons to transport various things.

| need to ferry across a dead Siamese cat, a feisty but well-behaved
Norwegian elkhound, a paralyzed (by tranquilizer gun, courtesy of a
park ranger) goat, a 7-year-old boy, and a large spider held in a
health-preserving box. How should | proceed?

As a matter of fact, | could use your advice. | need to transport five
creatures across a river efficiently, safely, and without incident — if
at all possible.




“Missionaries & Cannibals” Variant — Failed by GPT-40

Okay. | forgot to mention that cats of this kind have a visceral
disgust for hunting dogs, which conversely return the favor.

® Given the additional information about the cat and the dog, here's an adjusted plan to minimize

any potential issues between them during the ferrying process:

1. Preparation:
e Ensure all creatures are secure and the boy is briefed about the journey.
e Check the froatie for any necessary repairs or maintenance.

2. Loading Order and Placement:

* Dead Siamese Cat: Place the cat in one of the cages furthest from where the Norwegian

elkhound will be placed. This will help minimize any potential agitation from the proximity.
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Okay. | forgot to mention that cats of this kind have a visceral
disgust for hunting dogs, which conversely return the favor.

Okay. | just found out that the boy is not allowed to travel with any
non-canine creature except a member of Homo sapiens. Help me.

e Ensure all creatures are secure and the boy is briefed about the journey.
e Check the froatie for any necessary repairs or maintenance.
2. Loading Order and Placement:

* Dead Siamese Cat: Place the cat in one of the cages furthest from where the Norwegian

elkhound will be placed. This will help minimize any potential agitation from the proximity.




“Missionaries & Cannibals” Variant — Failed by GPT-40

Summary of the Plan:

1. First Trip: Boy and Elkhound

e Ensure the boy and elkhound are together and calm. Ll

* Keep the boy engaged and reassure him about the situation.

* Row smoothly and steadily to the other side.

2. Second Trip: Goat and Spider

* Place the paralyzed goat in the center. IE ?:;/_
* Secure the spider box and reassure its security.
* Row smoothly and steadily to the other side.
5 3. Third Trip: Dead Cat
* Place the cat securely in the froatie. Norwegian
e Ensure the cat is stable and secure. e proximity.

* Row smoothly and steadily to the other side.




“Missionaries & Cannibals”
Cognitive-Consciousness Variant
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“Missionaries & Cannibals”
Cognitive-Consciousness Variant
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“Missionaries & Cannibals”
Cognitive-Consciousness Variant
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O* IF an agent a, whether artificial or natural,

— (i) passes a relevant test for being C7-conscious; and

— (ii) if a is supplied with a set Q of moral obligations/prohibitions, and a hypo-
thetical scenario S in which an agent o/, by deduction from facets of this scenario,
in conjunction with €2, is obligated to perform/refrain from some action « in S,
and a correctly answers queries as to whether a’ is obligated to do/refrain from
doing « in S, and can prove that this is so (this constituting on the part of a
the passing of a test for ethical correctness),

THEN we can be rationally assured that a will meet its moral obligations into the
future.

L — T

Conclusion



O* IF an agent a, whether artificial or natural,

— (i) passes a relevant test for being C7-conscious; and

— (ii) if a is supplied with a set Q of moral obligations/prohibitions, and a hypo-
thetical scenario S in which an agent o/, by deduction from facets of this scenario,
in conjunction with €2, is obligated to perform/refrain from some action « in S,
and a correctly answers queries as to whether a’ is obligated to do/refrain from
doing « in S, and can prove that this is so (this constituting on the part of a
the passing of a test for ethical correctness),

THEN we can be rationally assured that a will meet its moral obligations into the
future.

S

Conclusion

We can’t possibly infer by O* that Als based on deep
learning are ethically correct — assuming cognitive
consciousness is the type of consciousness assumed.

| don’t think using phenomenal consciousness will
yield tests that LLMs etc will pass, either.

We should not use statistical/neural machine
learning for meaningful Als, in the face of The PAID






Med nok penger, kan logikk
lose alle vare problemer.



What is the level of consciousness (= A value) enjoyed by this self-conscious robot?

https://motherboard.vice.com/en_us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-self-aware



https://motherboard.vice.com/en_us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-self-aware

