
Artificial General 
Intelligence

James T. Oswald



Today!
● AGI and RPI?
● What is AGI, What is HLAI what about ASI? How do they relate?
● Four Scaling Laws: the inevitability of AGI?
● History of AGI research
● What do AGI researchers actually research? 
● Pathways to AGI? 

WARNING this lesson will be extremely biased.

Link to this slide deck: https://bit.ly/RPIAGI
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https://bit.ly/RPIAGI


RPI and AGI?

Is James actually qualified to talk about AGI?

Prof. Ferguson, Prof. Bringsjord, & I just won 
the Spriner Prize for best paper at the leading 
conference on AGI this year.

The Rensselaer AI and Reasoning Laboratory 
is one of few groups in the world with a serious 
focus on AGI research. 
(Take this with a grain of salt obviously)

I chose to come to RPI specifically to work on 
AGI research with Prof. Bringsjord, it certainly 
has AGI clout! 3



What is AGI?
Definition: Narrow AI (NAI) is 
“AI that performs well on a single task or small collection of tasks”

Definition: Artificial General Intelligence (AGI) is 
“AI that performs well on a wide range of tasks”

Definition: Human Level Artificial Intelligence (HLAI) is 
“AI that can perform at a human level on all human tasks, if given the same level of human training”
Would be able to perform any job a human could. 

Definition: Artificial SuperIntelligence (ASI) is
“AI that greatly exceeds human level performance on all tasks”

Trivial Theorem: AGI, by definition, subsumes HLAI and ASI

*All of these definitions are hotly contested in the literature: these are my own working definitions 
based off a weak general consensus.  4



AGI Spectrum: My Conception

2???

Human Level Artificial Intelligence

AI that can pass as human in more than 
just text form. Ability to be embodied. Can 
replace humans in every job they could 
perform. 

Possible?

Artificial Super Intelligence

A single AI agent that greatly 
exceeds the abilities of even 
the most capable humans. 

1970s

Narrow AI
AI that performs well on a single 
task or small collection of tasks. 
Ex. Most classic machine learning 
models, most Pre-2000s AI

2021?

Artificial General Intelligence

“AI that performs well on a 
wide range of tasks” Are we 
here yet? Do LLMs perform a 
wide enough range of tasks 
for you to consider them AGI? 

Do LLMs count as AGI? 
Some people think yes! 
(Particularly those with a 
financial interest in the 
answer being yes) Everything beyond this point is AGI 5



Inevitability of AGI : Scaling Hypotheses 
Most Arguments For AGI take the form of scaling hypotheses.

Definition: A scaling hypothesis is a statement of the form “If x reaches some level y will have P. x 
is growing such that it will inevitably reach level y, therefore we will have P in the future”.

Example: Silly Scaling Hypothesis

If the water reaches the top of the 1L container, the container will be full. Water is filling the 
container at a rate of 0.1L/m, therefore we will inevitably have the container be full. 

WARNING Consider that at any point scaling could stop for any reason. To prove a scaling 
hypothesis you must prove scaling of x will continue until the level y or indefinitely. Proving scaling 
will continue is typically impossible (predicting the future is typically taken as impossible). The best 
you can do is provide an argument for why scaling will continue.
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Four of Many Scaling Hypotheses for AGI
1) Scaling Hypothesis for LMs as AGI

2) Moore's Law Scaling Hypothesis for 
Brain Simulation based AGI

3) AI Self-Improvement Scaling 
Hypothesis for ASI & The Singularity

4) Kurzweil's Technology Based Scaling 
Hypothesis for ASI & Beyond
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Scaling Hypothesis for LMs as AGIs

Roughly, the strong scaling hypothesis of LLMs 
for AGI says that: “The more compute & params 
we add, the better we score on benchmarks! 
Eventually we can add so much compute we will 
have AGI.” 

Based on the observation that: The more 
parameters and data we give LLMs the better they 
perform on all benchmarks. Lead to the creation of 
LLMs from LMs, people saw that you could just 
keep going bigger for more performance.

Limitations: scaling becomes exponentially 
expensive & lack of new data prevents scaling.
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From “Language Models 
are Few-Shot Learners”



Moore's Law for Brain Simulation 
“To simulate a human brain we need X 
transistors (or silicon neuron analogs, etc). By 
Moore's law we will eventually get to the point 
where X can be realistically packaged. Therefore 
we will eventually be able to simulate brains”

Limitations: Deceleration in Moore's Law, not as 
fast as it once was. Physical limitations of silicon.

But Consider That new paradigms in computing 
such as biological, optical, or quantum 
computing may provide new performance scaling 
that allows for this. 
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AI Self Improvement Scaling Hypothesis
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Limitations: Assumes the existence of a self improving AI who has 
resources to self improve. 

Can scale down Premice 1 to a weaker “There will be an AI that is 
able to self improve” This may even be a narrow AI who’s sole task is 
self improvement towards generality. 



An Argument from Kurzweil's Scaling Hypothesis

Given sufficient technology, we 
can do anything physically 
possible. Minimally AHI is 
possible, we have it HI.

Technology itself, including life 
itself, scales exponentially and 
has for billions of years. Thus we 
will eventually reach a point where 
AHI is technologically possible, 
and probably ASI and the 
Singularity.
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Modern AGI Research
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A History of AGI Research Timeline

Almost every AI researcher before the 
second AI winter had AGI as a goal.
“I’m working on AGI… but first I'll show 
how good my approach is by using it to 
solve a narrow problem”

ML based approaches which work very 
well on narrow problems & largely took 
AGI off the table as a goal. 
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ML approaches possible on 
new hardware offer never 
before seen performance on 
narrow tasks

First wave of logic 
based AI, AGI seen 
to be “only about 20 
years away”

Second wave of logic based AI 
via KRR approaches (Japanese 
5th Generation Project, CYC)



Modern AGI Research
The modern AGI research community formed around 2005 to revive the original 
goal of AI, build agents that perform well on a wide range of tasks instead of just 
one.

Modern AGI Research Consists of:

● Defining AGI & Intelligence
● Theoretical analysis of AI Alignment and Safety Concerns with AGI. 
● Investigating Pathways to AGI & Integrating & Generalizing narrow methods
● Creation and evaluation of AGI agents
● Proposing Tests of AGI
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Core AGI Research Area: Formalizing Intelligence

Intelligence ability to 
perform in all environments 
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Intelligence is
representation 
& reasoning capacity*

Intelligence is skill 
acquisition efficiency

*My take on Selmer’s measure, not his 

(sum or f over i,j)



Core AGI Research Area: Alignment
Ensuring AGI systems align with human 
priorities and don’t kill us or get any ideas…. 

For this Class (Alignment & Logic Based AI):

● Logic Based AI safest (and maybe only) 
path to safe and aligned AGI.

● All reasoning and thought processes can be 
explained & inspected.

● Can formally prove that no reasoning 
process terminates in undesirable 
situations, or prove that if it does, it is never 
the fault of the agent.   16



Core AGI Research Area: Pathways to AGI
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Symbolic
(Logic Based)

Connectionist
(ML Based or brain 
simulation based)

Hybrid

LLMs
NARS

CYC

KRR approaches Whole Brain 
Architecture
Initiative

Most 
CogArch

LLMs + 
Reasoning

*More classes to 
come on logic 
based AGI 
approaches

OpenCog



Core AGI Research Area :
Creation and Evaluation of AGI systems

● Lots of people have ideas about what types of systems could lead to AGI. 
Gotta build it first, after that, how do we evaluate these? 

● Lots of existing systems that claim to be the start of an AGI system, that we 
want to evaluate. Two notable ones are OpenCog and NARS
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Tests of AGI (some fun ones from Wikipedia)
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Chollet’s ARC-AGI challenge 
● $1,000,000 Prize, currently the largest challenge on Kaggle
● Humans score incredibly well, 97%+ accuracy. 
● o1 model from OpenAI at best can score in the low 20s 
● Highly specialized program search + LLMs reach 40s. 
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I want to give you one million 
dollars to create AGI!

https://arcprize.org/

https://arcprize.org/

