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Logic-&-Al In The News

Ambulance Chasing and Al knows, as he claims, that a company has already
Wouldn’t the wi h be t ep e 1. .
OUIAN L ENEWISET, MOTE AUMANE CoUrse e Lo “released a powerful new artificial-intelligence
regulate before a catastrophe?
model this month that modestly but
meaningfully increases the risk of catastrophic
. bioterrorism,” why wait for catastrophe? That’s
11611010110101101011010110101110 _ _
0ii01018181Bi11101 rather coldblooded, as if one is after the
11101010110110101010110101101 1 contingency fee.
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The language program developed by OpenAl uses artificial
intelligence to write a random binary code, Aug. 7.(PHOTO: FRANK
RUMPENHORST/ZUMA PRESS)

Oct 02,202410:40am.ET

Listen to this article
Tminute

Under Ketan Ramakrishnan’s preferred means
of regulating artificial intelligence (“Tort Law Is
the Best Way to Regulate Al” op-ed, Sept. 25),
“bioterrorist attacks or other grievous harm”
are prerequisites to action. As he concedes, tort
law purports to compensate the damaged after
the damage has already occurred.

Sadly, the only ones truly compensated are the
tort lawyers. Wouldn’t the wiser, more humane
course be to regulate before a catastrophe? If he
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The Universe of Logics

2 = first-order logic

ZLinw * i
1 DC\E ¢ <y = zeroth-order logic

‘ LProrCarc = propositional calculus




Let’s dive in, discuss,
win some trophies, and
learn ...



Let’s dive in, discuss,
win some trophies, and
learn ...

(First, two Required

prop-calc problems;
then DFT fun ...)



Next New (Not-So-Easy!)
Inference Rule in FOL
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Next New (Not-So-Easy!)
Inference Rule in FOL

@® universal introduction

® |f something a is an R, and the

constant/name a is genuinely
arbitrary, then we can deduce

that everything is an R.



The Inference Schema



The Inference Schema

Y introduction

Vx ¢

provided that a does not appear free in any
in-scope assumption of ¢, and that no oc-
currence of a appear in the inferred Vx ¢

(3.16)



The Inference Schema

Y introduction

Vx ¢

provided that a does not appear free in any
in-scope assumption of ¢, and that no oc-
currence of a appear in the inferred Vx ¢

(Why the provisos?)

(3.16)



universal intro Example/Tutorial

HyperSlate™ UniversalintroPractice [FIRST-ORDER-LOGIC]:  Saved with &) symbols.
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HyperSlate™ : — Bezier v UniversalintroPractice [FIRST-ORDER-LOGIC]:  Saved with &) symbols.
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Let’s explore in —

HyperSlate®, by first
constructing this
example from scratch ...
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Hyvis du forstar det, kan
du bevise det.



