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Point #1;

While there isn’t consensus among those who
will hire, reassign, move, and have the power to
fire you, make sure you study the positions and
— using the knowledge and skills you're acquiring
— to assess the arguments of those in this group
who claim most of you won’t be needed.



Inaugural ILBAI (2024)

A.I Pioneers Call for

Protections Against
‘Catastrophic Risks’

Scientists from the United States, China and
other nations called for an international
authority to oversee artificial intelligence.

| 2 Listen to this article - 6:27 min Learn more

From left: Stuart Russell, Andrew Yao, Yoshua Bengio and
Ya-Qin Zhang are among the influential A.I. scientists who
called for international collaboration to prevent serious
risks posed by the technology. Massimo Pistore

m By Meaghan Tobin
® Renortine from Venice

Will A.I. Be a Bust? A Wall

Street Skeptic Rings the Alarm.
Jim Covello, Goldman Sachs’s head of stock

research, warned that building too much of

what the world doesn’t need “typically ends
badly.”

p Listen to this article - 8:05 min Learn more

Jim Covello nredicts that the A.I. boom will lose steam

~ "Human intelligence will be exceeded; the
consequences could well be catastrophic,
extending well beyond loss of jobs.”

~ "GenAl Is fraught with errors and
generally what humans do is beyond
their reach; our jobs are safe.”



ILBAI 2025

MANAGEMENT & CAREERS

Walmart CEO Issues Wake-Up
Call: ‘Al Is Going to Change
Literally Every Job’

Head count expected to stay flat over next three years,
despite growth plans, as Al eliminates or transforms roles

Walmart CEO Doug McMillon PHOTO: GETTY IMAGES

By Sarah Nassauer and Chip Cutter
Sep 26,2025 09:00 p.m.ET




ILBAI 2025

MANAGEMENT & CAREERS

Walmart CEO Issues Wake-Up
A ¢ :

Key Points

« Walmart CEO Doug McMillon states AI will change
nearly every job, leading to job elimination and creation
within the company.

« Walmart plans to maintain its global workforce of 2.1
million over three years, but the composition of jobs will
shift significantly.

 The company is developing Al tools, such as chatbots,
and creating ‘agent builder’ roles, while automating
more warehouse and back-of-store tasks.

Walmart CEO Doug McMillon PHOTO: GETTY IMAGES

By Sarah Nassauer and Chip Cutter
Sep 26,2025 09:00 p.m. ET




ILBAI 2025

MANAGEMENT & CAREERS

Walmart CEO Issues Wake-Up
A ¢ :

Take humanoid robot workers. Companies have
recently pitched robot workers to Walmart,
McMillon said on stage. Yet “until we’re serving
humanoid robots and they have the ability to spend
money, we’re serving people,” he said. “We are going

to put people in front of people.”

more warehouse and back-of-store tasks.

Walmart CEO Doug McMillon PHOTO: GETTY IMAGES

By Sarah Nassauer and Chip Cutter
Sep 26,2025 09:00 p.m. ET




ILBAI 2025

MANAGEMENT & CAREERS

Walmart CEO Issues Wake-Up

The drumbeat of warnings about Al-related job cuts

has increased in recent months. Accenture

ACN +2.76% A | CEO Julie Sweet told investors Thursday

that the firm 1s “exiting” employees who can’t be

retrained for the Al age. Meanwhile, 1t will continue
to hire people who are generative Al-fluent and

retrain existing workers to serve clients in

consulting and other divisions. “Artificial
intelligence 1s going to replace literally half of all
white-collar workers in the U.S.,” Ford Motor

F+3.36% A | Chief Executive Jim Farley said this

sumimer.

By Sarah Nassauer and Chip Cutter
Sep 26,2025 09:00 p.m. ET
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Abstract

Artificial intelligence (AI) researchers have been developing and refining large language models (LLMs)
that exhibit remarkable capabilities across a variety of domains and tasks, challenging our understanding
of learning and cognition. The latest model developed by OpenAl, GPT-4 [Ope23|, was trained using an
unprecedented scale of compute and data. In this paper, we report on our investigation of an early version y
of GPT-4, when it was still in active development by OpenAl. We contend that (this early version of) GPT- ——
4 is part of a new cohort of LLMs (along with ChatGPT and Google’s PaLM for example) that exhibit
more general intelligence than previous AI models. We discuss the rising capabilities and implications of
these models. We demonstrate that, beyond its mastery of language, GPT-4 can solve novel and difficult
tasks that span mathematics, coding, vision, medicine, law, psychology and more, without needing any
special prompting. Moreover, in all of these tasks, GPT-4’s performance is strikingly close to human-level e
performance, and often vastly surpasses prior models such as ChatGPT. Given the breadth and depth of
GPT-4’s capabilities, we believe that it could reasonably be viewed as an early (yet still incomplete) version
of an artificial general intelligence (AGI) system. In our exploration of GPT-4, we put special emphasis
on discovering its limitations, and we discuss the challenges ahead for advancing towards deeper and more
comprehensive versions of AGI, including the possible need for pursuing a new paradigm that moves beyond
next-word prediction. We conclude with reflections on societal influences of the recent technological leap and
future research directions.
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Paul Mozur reported from Kyiv, Lviv, Kramatorsk and near the
front lines in the Donbas region, all in Ukraine. Adam
Satariano reported from London.
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