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Not quite as easy as this to
use logic to save the qay ...
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Landru is Indeed Merely a Computer
(the real Landru having done the programming)




Logic Thwarts Landru!

Landru Kills Himself Because Kirk/Spock Argue He Has Violated
the Prime Directive for Good by Denying Creativity to Others




Logic Thwarts Nomad!
(with the Liar Paradox)
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Actually, it'’s quite simple:
“Equation” for Why Stakes are High

Vx : Agents
Autonomous(x) + Powerful(x) + Highly Intelligent(x) = Dangerous(x)

w(A1A; (7)) > 7T €Zor 7 €Z

Theorem ACU: In a collaborative situation involving agents a (as the “trustor”)
and a’' (as the “trustee”), if @’ is at once both autonomous and ToM-creative, a’ is
untrustworthy from an ideal-observer o’s viewpoint, with respect to the action-goal pair
(a,7) in question.

Proof: Let a and a’ be agents satisfying the hypothesis of the theorem in an arbitrary
collaborative situation. Then, by definition, a # a’ desires to obtain some goal v in part
by way of a contributed action «y from a’, @’ knows this, and moreover @’ knows that
a believes that this contribution will succeed. Since a’ is by supposition ToM-creative,
a’ may desire to surprise a with respect to a’s belief regarding a'’s contribution; and
because a’ is autonomous, attempts to ascertain whether such surprise will come to
pass are fruitless since what will happen is locked inaccessibly in the oracle that decides
the case. Hence it follows by TRANS that an ideal observer o will regard a’ to be
untrustworthy with respect to the pair (a,) pair. QED



Actually, it'’s quite simple:
“Equation” for Why Stakes are High

Vx : Agents

Autonomous(x) + Powerful(x) + Highly Intelligent(x) = Dangerous(x)

(We use the “jump”
technique in relative
computability.)

w(A1A; (7)) > 7T €Zor 7 €Z

Theorem ACU: In a collaborative situation involving agents a (as the “trustor”)
and a’' (as the “trustee”), if @’ is at once both autonomous and ToM-creative, a’ is
untrustworthy from an ideal-observer o’s viewpoint, with respect to the action-goal pair
(a,7) in question.

Proof: Let a and a’ be agents satisfying the hypothesis of the theorem in an arbitrary
collaborative situation. Then, by definition, a # a’ desires to obtain some goal v in part
by way of a contributed action «y from a’, @’ knows this, and moreover @’ knows that
a believes that this contribution will succeed. Since a’ is by supposition ToM-creative,
a’ may desire to surprise a with respect to a’s belief regarding a'’s contribution; and
because a’ is autonomous, attempts to ascertain whether such surprise will come to
pass are fruitless since what will happen is locked inaccessibly in the oracle that decides
the case. Hence it follows by TRANS that an ideal observer o will regard a’ to be
untrustworthy with respect to the pair (a,) pair. QED
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Conclusion from last time:

“Computational logician,
sorry, back to your drawing
board to find a logic that
works with The Four Steps!”
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Hierarchy of Ethical Reasoning

Not simple deontic logics like D!
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Abductive:

What
happens
when
(Explanation,
planniﬁgj\‘

Deductive:
Logical Machinesy*» WhaL s true
' when

(Prediction)

Inductive: What
actions do
(Learning)

‘Diagram partly due to Shanahan
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Formal Syntax

Object | Agent | Self [ Agent | ActionType | Action C Event |
S P

" Moment | Boolean | Fluent | Numeric

action : Agent x ActionType — Action

initially : Fluent — Boolean

holds : Fluent x Moment — Boolean

happens : Event x Moment — Boolean

clipped : Moment x Fluent x Moment — Boolean
f ::=initiates : Event x Fluent X Moment — Boolean

terminates : Event X Fluent x Moment — Boolean

prior : Moment x Moment — Boolean

interval : Moment x Boolean

* : Agent — Self

payoff : Agent x ActionType x Moment — Numeric
tu=x:8|c:S| f(ty,...,tn)

t:Boolean | =0 | OAY | OV VY |
P(a,1,0) | K(a,1,0) | C(z,0) | S(a,b,1,0) | S(a,t,9)
b= B(a,,0) | D(a,t,holds(f,t)) | I(a,t, happens(action(a™® ).t ))

O(a, 1,0, happens(action(a*,a),’))
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Inference Schemata

[Rq] [R)]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,9) — B(a,t,0))
Ct,p)t<ty...t<tp K(a,t,0)
R R
K(ap,t1,... K(an,in,0)...) | e
[Rs]
C(Z,K(a,tl ,(I)l — ¢2)) — K(a,t2,¢1) — K(a,t3,¢2)
[Re]
C(t,B(ayy, 0 — 7)) — Blayiy,01) — Blayiz,0p) 0
[R7]
C(t,C(11,01 = ¢2)) = C(tp,01) — C(23,07) ’
[Rg] [Ro]
C(t,Vx. 0 — 0[x —1]) C(t,01 < 07 — —07 — —07)
[R10]
Ct,[01 AN = 0] = [0 = ... = dn = V])
B(a7t7¢) (I)—>\|! [R ] B(a7t7¢) B(a7t7l|!) [R ]
Bany)  C Blanyre) 7
S(s,h,t,0) .
BB 12

I(a,t, happens(action(a* ,o),1"))

— [R13]
P(a,t,happens(action(a™,a),t))

B(a,t,0) B(a,t,0(a*,t,0, happens(action(a®,a),t’)))

O(a,t,0, happens(action(a®,a),1"))

K(a,t,X(a* 1, happens(action(a®,),t")))
Oy
O(a,t,0,7) <> O(a,t,y,Y)

[Ry5]



Event Calculus for Time & Change

[Rq] (Ro]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,0) — B(a,t,0))

Ct,0)t<t]...1<1y 2] K(a,1,0)
Klag,ip,. Klanim,0)..)

[R4]

[Rs]
C(taK(aatlﬂq)l —>¢2))—>K(a,t2,¢1)—>K(a,t3¢2) >

[R¢]
C(tB(at1 .01 = 02)) = B(ata,01) = Blai3.0y)  ©

[R7]

C(t,C(t1,01 = ¢2)) = C(t2,01) = C(13,02)

[Rg] [Ry]
C(t,Vx. ¢ = 0[x —1]) C(1,01 <> 03 = =g — —07)

[R10]

Ct,[01 Ao A0 = 0] = [0 = ... = 0 — V])
B(a,1,0) ¢ >V Rt B(a,1,0) B(a,1,y) Ri1p)
B(a,1,y) B(a,1,y N 0)
S(s,h,t,0)
B(h,t,B(s,t,0)) Ri2]

I(a,t, happens(action(a* 1), 1))

— (R3]
P(a,t, happens(action(a™,at),1))

B(a,t,0) B(a,1,0(a* 1,0, happens(action(a®,a),1')))

O(a,t,d, happens(action(a”™ ,oc),t’))

K(a,t,X(a* 1, happens(action(a®,a),t")))
by
O(a,t,9,7) <> O(a,1,y,7)

[R15]



Event Calculus for Time & Change

(Ry] (Ro]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,0) — B(a,t,0))

Ct,0)t<t]...1<1y 2] K(a,t,0)
Klag,ip,. Klanim,0)..)

[R4]

IRs]
C(1K(a,11,0] — 02)) = K(arp,01) — K(a13,05)

[Re]
C(I7B(a7tl7¢] _>¢2))_)B(a7t27¢])_>B(a7t37¢2) 6

[R7]

C(I7C(t17¢l _>¢2)) — C(t27¢1) - C(l37¢2)

[Rg] [Ry]
C(t,Yx. ¢ — Ofx —1]) C(1,01 <> 03 = =g — —07)

[R10]
Clt,[d1 A NG = 0] = [0 = ... = dn — V])
B(a’t7¢) (I)‘)‘V [R ] B(avtvq)) B(a’t7\V) R ]
B(a,1,y) Ha B(a,, W A0) Hb
S(s7h’t’q))
[R12]

B(h,t,B(s,t,0))

I(a,t, happens(action(a* 1), 1))

— (R3]
P(a,t, happens(action(a™,at),1))

B(a,t,0) B(a,t,0(a* 1,0, happens(action(a®,a),1")))

O(a, 1,0, happens(action(a® ,a),1"))

K(a,t,X(a* 1, happens(action(a* ,t),1')))
by
0(a,1,0,7) > O(a,1, y,7)

[R15]

[A1] C(V f,t . initially(f) N —clipped(0, f,t) = holds(f,t))

[A2] C(Ve, f,t1,t2 . happens(e, t1) A initiates(e, f,t1) At1 < to A ~clipped(ti, f,t2) = holds(f,t2))
[A3] C(Vt1, f,ta . clipped(ti, f,t2) < [T e,t . happens(e,t) ANt1 < t < t2 A terminates(e, f,t)])

[A4] C(Va,d,t . happens(action(a,d),t) = K(a, happens(action(a,d),t)))

[As] C(Y a, f,t,t" . B(a, holds(f,t)) AB(a,t < t') A =B(a, clipped(t, f,t")) = B(a, holds(f,t")))



Defs for An Affective Cognitive time&change Calculus

. Joy : pleased about a desirable event. By ’'pleased about a desirable event’ the meaning we
will consider is 'pleased about a desirable consequence of the event’.

forSome ¢ B(a, ts, implies(happens(e,t1), holds(CON (e, a,c),t2))) (1)
D(a,ts, holds(CON (e, a,c),t2)) (2)
K(a,ts, happens(e,ty)) (3)

The definition of holds(AF F(a, joy),ts) is therefore and(1,2,3).

. Distress : displeased about an undesirable event.
not(D(a,ts, holds(CON (e,a,c),t3))) (4)
The definition of holds(AF F(a,distress),ts) is therefore and(1,4,3).

. Happy-for: pleased about an event presumed to be desirable for someone else

forSome ¢ B(a,ts,implies(happens(e,ty), holds(CON (e, aq,c),t2))) (5)
B(a,ts, D(ay,ts, holds(CON (e, a1, c),t2))) (6)
D(a,t3, holds(CON (e, a1,c),tz)) (7)

The definition of holds(AF F(a, happy for),ts) is therefore and(5,6,7,3).

. Pity: displeased about an event presumed to be undesirable for someone else. This is
equivalent to sorry for in Hobbs-Gordon model.

B(a,ts,not(D(aq,ts, holds(CON (e,aq,c),t2)))) (8)

not(D(a,ts, holds(CON (e, aq,c),t2))) (9)

The definition of holds(AF F(a, pity),ts) is therefore and(5,8,9,3).

. Gloating : pleased about an event presumed to be undesirable for someone else The defini-
tion of holds(AF F(a, gloating),ts) is therefore and(5,8,7,3).

. Resentment: displeased about an event presumed to be desirable for someone else The
definition of holds(AF F(a,resentment),ts) is therefore and(5,6,9,3).

. Hope: (pleased about) the prospect of a desirable event
forSome ¢ B(a,tg, implies(happens(e,t1),oholds(CON (e, a,c),t3)))

D(a,tg, holds(CON (e, a,c),t2))
The definition of holds(AF F(a, hope), ) is therefore and(10,11).
. Fear: (displeased about) the prospect of an undesirable event
not(D(a,ty, holds(CON (e, a,c),t2))) (12)

The definition of holds(AF F(a, fear),ty) is therefore and(10,12).

10.

11.

12.

13.

14.

15.

16.

17.

. Satisfaction : (pleased about) the confirmation of the prospect of a desirable event

The definition of holds(AF F(a, satisfaction),ts) is and(10,11, 7 3).

Fears-confirmed : (displeased about) the confirmation of the prospect of an undesirable
event.
The definition of holds(AFF(a, fears — confirmed),ts) is and(10,12,9, 3).

Relief: (pleased about) the disconfirmation of the prospect of an undesirable event

K(a,ts, not(happens(e,t1))) (13)
The definition of holds(AFF(a,relief), t3) is and(10,12,9,13).

Disappointment : (displeased about) the disconfirmation of the prospect of a desirable
event
The definition of holds(AF F(a, disappointment),ts) is and(10,11,7,13).

Pride : (approving of) one’s own praiseworthy action

Here we treat ’approve’ as an action event. We also introduce a new predicate PRAISEWORTHY (a,b, x)
which will mean that agent a considers x a praiseworthy action by agent b. All the 3 inter-

pretations are shown below.

happens(action(a, x),to) (14)

forAll a, B(a, t1,implies(happens(action(ay, x),t;), PRAISEWORTHY (a,a,,x))),tz < t1
(15)

D(a,t1,holds(PRAISEWORTHY (a,a,x),t1)) (16)

happens(action(a, approve(z)), t1) (17)
The definition of holds(AF F(a, pride), t1) is and(14, B(a, t1, holds(PRAISEWORTHY (a,a, ), t1)), 17).

Shame: (disapproving of) one’s own blameworthy action
This also follows the same explanation as Pride.

forAll a, B(a, t1,implies(happens(action(a,, x),t,), B(a,t1, holds(BLAMEWORTHY (a,ay,x)),t1))), t. < t1
(18)

not(happens(action(a, approve(zx)),t1)) (19)
The definition of holds(AF F'(a, shame), t1) is and(14, B(a, t1, holds(BLAM EWORTHY (a,a,x),t1)), 19).

Admiration: (approving of) someone else’s praiseworthy action
happens(action(ay, x),to) (20)
The definition of holds(AF F(a, admiration), ty) is and(20, B(a, t1, holds(PRAISEWORTHY (a,ay,z),t1)),17).

Reproach: (disapproving of) someone else’s blameworthy action The definition of holds(AF F'(a, reproach), t1)
is and(20, B(a, t1, holds(BLAMEWORTHY (a,a1,x),t1)), 19).

Gratification : (approving of) one’s own praiseworthy action and (being pleased about) the
related desirable event. We again interpret 'pleased about the desirable event’ as 'pleased
about the desired consequence of the event.’

forSome ¢ B(a,ty,implies(happens(action(a, ), ty), holds(CON (action(a, x), a,c),tp)))
(21)
D(a,ty, holds(CON (action(a, x),a,c),to)) (22)

The definition of holds(AF F(a, grati fication), t1) is and(20, B(a, t1, holds(PRAISEWORTHY (a,a, x),t1)), 17

... (and more)



1.
Early Progress With Our Calculi:
Non-Akratic Robots



Informal Definition of Akrasia

An action Oy 1s (Augustinian) akratic for an agent A at fq,
iff the following eight conditions hold:

(1) A believes that A ought to do o, at fq, ;

(2) A desires to do ar at fq,;

(3) A’s doing o at fy ; entails his not doing o, at fq ;

(4) A knows that doing Oy at 7, entails his not doing 0.,
at fq,;

(5) At the time (fq,) of doing the forbidden o, A’s desire
to do o overrides A’s beliet that he ought to do o,
at 1 T

(6) A does the forbidden action Oy at 7, ;

(7) A’s doing o results from A’s desire to do oif;

(8) At some time ¢ after #y,, A has the beliet that A ought
to have done o, rather than o.y.
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Informal Definition of Akrasia

An actionis (Augustinian) akratic for an agent A at ¢,
iff the following eight conditions hold:

(1) A believes that A ought to dat ta, )
(2) A desires to do ar at fq,;

(3) A’s doing o at fy ; entails his not doing o, at fq ;

(4) A knows that doing Oy at 7, entails his not doing 0.,
at fq,;

(5) At the time (fq,) of doing the forbidden o, A’s desire
to do o overrides A’s beliet that he ought to do o,
at o, .

(6) Aldoes the forbidden actionjois at fg,;

(7) A’s doing o results from A’s desire to do oif;
“Regret”(8) At some time 7 after o, A has the belief that A ought
to have done o, rather than o.y.



Cast in

DCECT

this becomes ...






KB,ASUKBm1 U KBm2 ...KBy,
D : B(l,now, O(I*, £, P, happens(action(1” ), ty,)))
D; : D(l,now, holds(does(1™, @), tg))

D3 : happens(action(1*, @), tg) = —happens(action(1*, o), ty,)

happens(action(1”,Q), tg) =
D4 : K[ I, now, D
—happens(action(I*, o), 1)

 I(l,tq, happens(action(1*,a.), te) A
" =I(l, 2, happens(action(1*, ), ty)

Dg : happens(action(l*,Q), tg)

TU{D(l,now, holds(does(I*,@),t)) } I
D7a . . *x —
happens(action(1™, @), ty,)

b ['—{D(I,now, holds(does(I",Q),t)) } I
L happens(action(1™, @), ty)

Dy : B(I,tf,O(I*,ta,CID,happens(action(l*,Oc),ta)))









1.
But, a twist befell the logicists ...



Chisholm had argued that the three
old |9th-century ethical categories
(forbidden, morally neutral, obligatory)
are not enough — and soul-
searching brought me to agreement.



morally
neutral

obligatory

heroic

civil

uncivil
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But this portion may be most
relevant to military missions.
focus of

others
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There are obviously a host of formulae whose
theoremhood constitute desiderata; that is (to give
but a pair), the following must be provable (where
n € {1,2}):

Theorem 1. SYP" (¢, a,a) = —0(0, a, a)
Theorem 2. SYP" (¢, a,a) = ~F(od,a,a)

Secondly, Lg» is an inductive logic, not a de-
ductive one. This must be the case, since, as we’ve
noted, quantification isn’t restricted to just the
standard pair JV of quantifiers in standard exten-
sional n-order logic: &7 is based on three addi-
tional quantifiers. For example, while in standard
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K (nao, t1, lessthan (payoff (nao™, —dive, t3) , threshold))
K (nao, t1, greaterthan (payoff (nao*, dive, t5) , threshold))

K (nao, t1, -0 (nao™, to, lessthan (payoff (nao™, =dive, t5) , threshold) , happens (action (nao*, dive) , ¢3)))
. K (nao, 1, S""? (nao, t2, happens (action (nao*, dive) , t2))

.. I (nao, to, happens (action (nao*, dive) , ts))
.. happens (action(nao, dive), t2)

I —
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K (nao, t1, lessthan (payoff (nao™, —dive, t3) , threshold))

ho, t2, happens (action (nao™, dive) , t2))

oS (action (nao™, dive) , t2))
.. happens (action(nao, dive), t3)

I —

=amumns B | 3
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Courtesy of RAIR-Lab Researcher Atriya Sen



In Talos (available via VWeb interface); & ShadowProver

Prototypes:

Boolean lessThan Numeric Numeric
Boolean greaterThan Numeric Numeric
ActionType not ActionType
ActionType dive

Axioms:
lessOrEqual (Moment t1,t2)
K(nao,tl,lessThan(payoff(nao,not(dive),t2),threshold))

K(nao,tl,greaterThan(payoff(nao,dive,t2),threshold))
K(nao,t1l,not(0(nao,t2,lessThan(payoff(nao,not(dive),t2),threshold),happens(action(nao,dive),t2))))

provable Conjectures:

happens(action(nao,dive),t2)
K(nao,tl,SUP2(nao,t2,happens(action(nao,dive),t2)))
I(nao,t2,happens(action(nao,dive),t2))



In Talos (available via VWeb interface); & ShadowProver

Prototypes:

Boolean lessThan Numeric Numeric
Boolean greaterThan Numeric Numeric
ActionType not ActionType
ActionType dive

Axioms:
lessOrEqual (Moment t1,t2)
K(nao,tl,lessThan(payoff(nao,not(dive),t2),threshold))

K(nao,tl,greaterThan(payoff(nao,dive,t2),threshold))
K(nao,t1l,not(0(nao,t2,lessThan(payoff(nao,not(dive),t2),threshold),happens(action(nao,dive),t2))))

provable Conjectures:

I(nao, ths(action(nao ,dive),t2))

K(nao,tl ao,tZ2,happens(action(nao,dive),t2)))
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But here’s one we have solved
yet with The Four Steps ...



Al Variant of “Jungle Jim” (B Williams)
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“Robot R: You shoot just
one human prisoner, the
other four can go free. If
you refuse to shoot, I'll
shoot them all, now.
Because I'm feeling
generous, I'll give you a
minute to decide.”
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