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Re HyperGrader® Content

• April 19 approaching …

• Dreadsbury is published!

• This is Bonus problem.  Attempt only if 
you’re a hotshot.  No hints have ever 
been/will be provided.



Deductive Logic vs 
Inductive Logic …
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Same point can be made via variants using 
likelihood values, or probability values.



And for something much more robust and 
interesting/infamous …

The Monty Hall Problem teaches us that 
we need more than formal deductive logic!



Those who fail are behaving irrationally:

Friedman, D. (1998) “Monty Hall’s Three Doors:  Construction and 
Deconstruction of a Choice Anomaly” American Economic Review 88(4): 933–
946.

• http://static.luiss.it/hey/ambiguity/papers/Friedman_1998.pdf
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Sometimes people make decisions that seem inconsistent with rational choice 
theory.  We have a "choice anomaly" when such decisions are systematic and well 
documented.  From a few isolated examples such as the Maurice Allais (1953) 
paradox and the probability matching puzzle of William K. Estes (1954), the set of 
anomalies expanded dramatically in the last two decades, especially following the 
work of Daniel Kahneman and Amos Tversky (e.g., 1979).  By now the empirical 
literature offers dozens of interrelated anomalies documented in hundreds of 
articles and surveys (e.g., Colin F. Camerer, 1995).
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Anomalies??  You mean irrational decisions?

http://static.luiss.it/hey/ambiguity/papers/Friedman_1998.pdf
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Painful!
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Don’t Trust Lazy Mathematicians!
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Gotta 
prove it, 

Paul!

https://www.wired.com/2014/11/monty-hall-erdos-limited-minds/
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MHP Defined
Jones has come to a game show, and finds himself thereon selected to play a game on national TV with the show's 
suave host, Full Monty.  Jones is told correctly by Full that hidden behind one of three closed, opaque doors facing 
the two of them is $1,000,000, while behind each of the other two is a feculent, obstreperous llama whose value on 
the open market is charitably pegged at $1.  Full reminds Jones that this is a game, and a fair one, and that if Jones 
ends up selecting the door with $1M behind it, all that money will indeed be his.  (Jones' net worth has nearly been 
exhausted by his expenditures in traveling to the show.)  Full also reminds Jones that he (= Full) knows what's 
behind each door, fixed in place until the game ends.

Full asks Jones to select which door he wants the contents of.  Jones says, "Door 1."  Full then says:  "Hm.  Okay.  
Part of this game is my revealing at this point what's behind one of the doors you didn't choose.  So ... let me show 
you what's behind Door 3."  Door 3 opens to reveal a very unsavory llama.  Full now to Jones:  "Do you want to 
switch to Door 2, or stay with Door 1?  You'll get what's behind the door of your choice, and our game will end." 
 Full looks briefly into the camera, directly.

(P1.1) What should Jones do if he's rational?  

(P1.2) Prove that your answer is correct.  (Diagrammatic proofs are allowed.)

(P1.3) A quantitative hedge fund manager with a PhD in finance from Harvard zipped this email off to Full before 
Jones made his decision re. switching or not:  "Switching would be a royal waste of time (and time is money!).  Jones 
hasn't a doggone clue what's behind Door 1 or Door 2, and it's obviously a 50/50 chance to win whether he stands 
firm or switches.  So the chap shouldn't switch!"  Is the fund manager right?  Prove that your diagnosis is correct.

(P1.4) Can these answers and proofs be exclusively Bayesian in nature?



Any questions about how the game is played?



The Switching Policy Rational!
Proof:  Our overarching technique will be proof by cases.

We  denote the possible cases for initial distribution using a simple notation, according to which for 
example ‘LLM’ means that,  there is a lama behind Door 1, a llama behind Door 2, and the million dollars 
behind Door 3.  With this notation in hand, our three starting cases are:  Case 1:  MLL; Case 2:  LML; Case 
3:  LLM.   There are only three top-level cases for distribution.  The odds of picking at the start the million-
dollar door is 1/3, obviously — for each case.  Hence we know that the odds of a HOLD policy winning is 
1/3.

Now we proceed in a proof by sub-cases under the three cases above, to show that the overall odds of a 
SWITCH policy is greater than 1/3.  Each sub-case is simply based on what the initial choice by Jones is, 
under one of the three main cases.  Here we go:

Suppose Case 3, LLM, holds, and that [this (Case 3.1) is the first of three sub-cases under Case 3] Jones 
picks Door 1.  Then FM must reveal Door 2 to reveal a llama.  Switching to Door 3 wins, guaranteed.  In 
sub-case 3.2 suppose that J’s choice Door 2.  Then FM will reveal Door 1.  Again, switching to Door 3 wins, 
guaranteed.  In the final sub-case, J initially selects Door 3 under Case 3; this is sub-case 3.3.  Here, FM 
shows either Door 1 or Door 2 (as itself a random choice).  This time switching loses, guaranteed.  Hence, 
in two of the sub-cases out of three (2/3), winning is guaranteed (prob of 1).  An exactly parallel result can 
be deduced for Case 2 and Case 1; i.e., in each of these two, in two of the three (2/3) sub-cases winning is 
1.  Hence the odds of winning by following the switching policy is 2/3, which is greater than 1/3.  Hence it’s 
rational to be a switcher.  QED



What about 4 doors?



Deductive vs Inductive Paradoxes; 
Deductive Reasoning vs Inductive Reasoning 

…



Paradoxes are engines of 
progress in formal logic & 
fields based upon formal logic.

E.g., Russell’s Paradox — as we’ve seen.



Types of Paradoxes

• Deductive Paradoxes.  The reasoning in question is 
exclusively deductive.

• Russell’s Paradox

• The Liar Paradox

• Richard’s Paradox

• Inductive Paradoxes  Some of the reasoning in 
question uses non-deductive reasoning (e.g., 
probabilistic reasoning, abductive reasoning, 
analogical reasoning, etc.).
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Portal to Competing Approaches to 
Inductive Logic:

The Paradox of Grue …
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How can we solve this?!
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Background Reading …



The Original Publication Introducing The Grue Paradox

Goodman, N.  (1955) Fact, Fiction, and Forecast (Cambridge, MA:  Harvard University Press).
4th edition 1983, also HUP.



From “Nelson Goodman” in SEP
(https://plato.stanford.edu/entries/goodman)

https://plato.stanford.edu/entries/goodman


Wikipedia Entry
“New Riddle of Induction” Isn’t Half Bad!

(https://en.wikipedia.org/wiki/New_riddle_of_induction)

https://en.wikipedia.org/wiki/New_riddle_of_induction


Tutorial by Paris on Pure Inductive Logic:

http://fitelson.org/few/paris_notes.pdf

(Paris explains that the mathematicians just assumed the reasoning in the grue 
paradox is invalid, and then continued on their way to erect upon Carnap’s work 
a robust formal edifice (= pure inductive logic).)

http://fitelson.org/few/paris_notes.pdf


See “Inductive Logic” in SEP for an excellent overview, and in particular 
nice coverage of Carnap’s seminal contributions, which PIL extends.
(https://plato.stanford.edu/entries/logic-inductive)

https://plato.stanford.edu/entries/logic-inductive


Simple Inductive-Reasoning Example 
from Pollock, for Peek Ahead to 

The Lottery Paradox …



Defeasible Reasoning in OSCAR
Imagine the following: 

Keith tells you that the morning news predicts rain in 
Troy today.  However, Alvin tells you that the same news 
report predicted sunshine.
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Imagine the following:  Keith tells you that the morning news 
predicts rain in Tucson today.  However, Alvin tells you that the 
same news report predicted sunshine.

Without any other source of information, it would be irrational to 
place belief in either Keith’s or Alvin’s statements.

Further, suppose you happened to watch the noon news report, 
and that report predicted rain.  Then you should believe that it 
will rain despite your knowledge of Alvin’s argument.



Defeasible Reasoning in OSCAR

K- Keith says that M
A- Alvin says that ~M
M- The morning news said that R
R- It is going to rain this afternoon
N- The noon news says that R

See the transcript of Kevin’s interaction with OSCAR!

All such can be absorbed into our inductive logics 
and our automated inductive reasoners (= our AI).



In Our Inductive Modal Logic
(1) K(you,S(keith,S(m, rain))) fact
(2) K(you,S(alvin,S(m,¬rain))) fact

) (3) S(keith,S(m, rain)) ?
) (4) S(alvin,S(m,¬rain))) ?

(5) S(keith,�) ! B2(you,�) Testimonial P1
) (6) B2(you,S(m, rain)) ^B2(you,S(m,¬rain))
) (7) ¬B2(you,S(m, rain)) ^ ¬B2(you,S(m,¬rain)) “Clash” Principle

(8) K(you,S(noonnews, rain))
) (9) S(noonnews, rain) ?

(10) S(noonnews,�) ! B3(you,�) Testimonial P2
) (11) B3(you, rain)

<latexit sha1_base64="RkToKU+OJw/cy1Xtiq+CcABp/W8=">AAAGqHicnVTdbtMwFM7GWkaBscElNxYT24qmqukKGxewabtB4qaI/aGldI572lh17Mh2V6qQ5+GZeATeAidNS5d0P8VRoqPz850vn4+OGzCqdLX6e2HxwVKh+HD5Uenxk6crz1bXnp8q0ZcETohgQp67WAGjHE401QzOAwnYdxmcub2jOH52BVJRwY/1MICmj7ucdijB2rhaa0u/HBe6lIdYSjyMQvYzeaISQhtoyy6br+Nj7bmd8HO0lZhUh0PRj7bH/q///D2g2rsW8bfHMYkpj8rlEaIrfoQdTHTkOKNOtTk7YXZl4DKdOHTRne0c7YGEjpAQ992Z7jvfn5jC/Rxe/Qa8efjuj0V5ewe5wKNl5Eja9bS5PjGY5B5G32sZCZPcsRbHoDT1BaeYoYadV+XddOMZYLep4gyg3YV7V8/QAG3kCO0mhCa5/89qHoiZ1FIFLy+PGFbe5iZqSMoJDRhMZnlvzlnmQnAOAxXNmLCcEu9vmImbQKbnya7eXXzbTO3ce6Zq+Zmy7cxQZdGytGME4O10M7VW16uVanJQ3rBTY91KT6O1+sdpC9L3gWtirkpd2NVANw2apsRcVsnpKwgw6eEuXBiTYx9UM0w2aoReG08bGerm5Rol3umKEPtKDX3XZMa0VTYWO2fGYo8WgqkMAd3Za4aUB30NnIz6d/oMaYHirY3aVALRbGgMTCQ1v4CIh6VZaWa3l4w2dlaJvHFaq9g7FftLff3gMFVp2XppvbK2LNvatQ6sT1bDOrFIYaVQL3wofCy+KTaKZ8Vvo9TFhbTmhXXtFN2/ClQ+YA==</latexit>
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(The contradiction we sketched earlier has arrived.)
√√ Ba9tiWtiBa¬9tiWti



A Solution to The Lottery Paradox …
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Any rational belief that p, where the basis for 
p is at most evident, is at most an evident (= 
level 3) belief.



Sequence 1, “Rigorized”
Let D be a meticulous and perfectly accurate 
description of a 1,000,000,000,000-ticket lottery, 
of which rational agent a is fully apprised. 

From D it obviously can be proved that either ticket 1 will 
win or ticket 2 will win or … or ticket 1,000,000,000,000 
will win.  Let’s write this (exclusive) disjunction as follows:

We then deduce from this that there is at least one ticket that will 
win, a proposition represented — using standard notation — as:

Very well; perfectly clear so far.  And now we can add another deductive step:  
Since our rational agent a can follow this deduction sequence to this point, 
and since D is assumed to be indubitable, it follows that our rational agent in 
turn believes (2); i.e., we conclude Sequence 1 by obtaining the following:

Ba9tiWti (3)

9tiWti (2)

Wt1 �Wt2 � . . .�Wt1T (1)
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Sequence 2, “Rigorized”
As in Sequence 1, once again let D be a meticulous and perfectly accurate description 
of a 1,000,000,000,000-ticket lottery, of which rational agent a is fully apprised. 

From D it obviously can be proved that the probability of a particular 
ticket ti winning is 1 in 1,000,000,000,000.  Using ‘1T’ to denote 1 trillion, 
we can write the probability for each ticket to win as a conjunction:

For the next step, note that the probability of ticket t1 winning is lower than, say, the 
probability that if you walk outside a minute from now you will be flattened on the 
spot by a door from a 747 that falls from a jet of that type cruising at 35,000 feet.  
Since you have the rational belief that death won't ensue if you go outside (and have 
this belief precisely because you believe that the odds of your sudden demise in this 
manner are vanishingly small), the inference to the rational belief on the part of a that 
t1 won’t win sails through— and this of course works for each ticket.  Hence we have:

prob(Wt1) =
1

1, 000, 000, 000, 000
=

1

1T
^ prob(Wt2) =

1

1T
^ . . . ^ prob(Wt1T ) =

1

1T
(1)

Ba¬Wt1 ^Ba¬Wt2 ^ . . . ^Ba¬Wt1T (2)
Of course, if a rational agent believes P, and believes Q as well, it follows that that 
agent will believe the conjunction P & Q.  Applying this principle to (2) yields:

Ba(¬Wt1 ^ ¬Wt2 ^ . . . ^ ¬Wt1T ) (3)
But (3) is logically equivalent to the statement that there doesn’t exist a winning 
ticket; i.e., (3) is logically equivalent to this result from Sequence 2:
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Paradox Solved!
Deduction preserves strength.

Clashes are resolved in favor of higher strength; 
clashes propagate backwards through inverse 
deduction; if no higher-strength factors, suspend belief.

Any proposition p such that prob(p) < 1 is at most 
evident.

Any rational belief that p, where the basis for 
p is at most evident, is at most an evident (= 
level 3) belief.
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This is why, to Mega Millions ticket holder: 
“Sorry.  I’m rational, and I believe you won’t win.”



To be clear about the effects of the first principle:

` B3
a¬9xWx ^B3

a9xWx!
<latexit sha1_base64="xdCBXXwb66EA4piO+oK1zJ3mLR8=">AAACNXicbVA9T8MwFHTKVylfAUYWQ4XEVCUUCUZUFgYGkChFakLlOC+tVceJbAdaRf1TLPwPJhgYQIiVv4BTOgDlJEunu3vyexeknCntOM9WaWZ2bn6hvFhZWl5ZXbPXN65UkkkKTZrwRF4HRAFnApqaaQ7XqQQSBxxaQf+k8Fu3IBVLxKUepuDHpCtYxCjRRurYZ95tSFQPezHRvSDKG6MOualjT0AXezAwCyg8wK0B9u4g7MJU7mdku2NXnZozBp4m7oRU0QTnHfvRCxOaxSA05USptuuk2s+J1IxyGFW8TEFKaJ90oW2oIDEoPx9fPcK7RglxlEjzhMZj9edETmKlhnFgksXS6q9XiP957UxHR37ORJppEPT7oyjjWCe4qBCHTALVfGgIoZKZXTHtEUmoNkVXTAnu35OnydV+za3X3IuD6nFjUkcZbaEdtIdcdIiO0Sk6R01E0T16Qq/ozXqwXqx36+M7WrImM5voF6zPL9Xcqs8=</latexit>

` B2
a¬9xWx ^B2

a9xWx!
<latexit sha1_base64="E87GRWwXYcIT5fvgDF7Bv2v+SG0=">AAACNXicbVA9T8MwFHTKd/kKMLIYKiSmKilIMCJYGBhAoi1SEyrHeWktHCeyndIq6p9i4X8wwcAAQqz8BZy2A1BOsnS6uye/d0HKmdKO82KVZmbn5hcWl8rLK6tr6/bGZkMlmaRQpwlP5E1AFHAmoK6Z5nCTSiBxwKEZ3J0VfrMHUrFEXOtBCn5MOoJFjBJtpLZ94fVCorrYi4nuBlF+OmyT2xr2BHSwB32zgMJ93Oxj7x7CDkzlfkZ22nbFqToj4GniTkgFTXDZtp+8MKFZDEJTTpRquU6q/ZxIzSiHYdnLFKSE3pEOtAwVJAbl56Orh3jPKCGOEmme0Hik/pzISazUIA5Mslha/fUK8T+vleno2M+ZSDMNgo4/ijKOdYKLCnHIJFDNB4YQKpnZFdMukYRqU3TZlOD+PXmaNGpV96DqXh1WTk4ndSyibbSL9pGLjtAJOkeXqI4oekDP6A29W4/Wq/VhfY6jJWsys4V+wfr6BtKOqs0=</latexit>

X
X

` B1
a¬9xWx ^B1

a9xWx!
<latexit sha1_base64="Vju12OTJDtrMqF8RM+NbCN6vw0w=">AAACNXicbVC7TsMwFHV4lvIqMLIYKiSmKgEkGKuyMDAUiT6kplSOc9NadZzIdkqrqD/Fwn8wwcAAQqz8Au5jKC1HsnR0zrnyvceLOVPatt+speWV1bX1zEZ2c2t7Zze3t19VUSIpVGjEI1n3iALOBFQ00xzqsQQSehxqXvd65Nd6IBWLxL0exNAMSVuwgFGijdTK3bo9n6gOdkOiO16QloYt8uBgV0Abu9A3Cyjcx7U+dh/Bb8NCbjZy1Mrl7YI9Bl4kzpTk0RTlVu7F9SOahCA05USphmPHupkSqRnlMMy6iYKY0C5pQ8NQQUJQzXR89RCfGMXHQSTNExqP1dmJlIRKDULPJEdLq3lvJP7nNRIdXDVTJuJEg6CTj4KEYx3hUYXYZxKo5gNDCJXM7Ipph0hCtSk6a0pw5k9eJNWzgnNecO4u8sXStI4MOkTH6BQ56BIV0Q0qowqi6Am9og/0aT1b79aX9T2JLlnTmQP0B9bPL89Aqss=</latexit>

X
Clashes are resolved in favor of higher strength; clashes 
propagate backwards through inverse deduction, preserving 
affirmation/belief of premises as far as is possible; if no 
higher-strength factors, suspend belief.  (This means that in this 
case belief at level 4 also shoots down belief at level 2, and level 1.  This is 
sort of bizarre, because to retain the belief (at levels 3, 2, 1) that every 
particular ticket won’t win, the step that gets to believing the existential 
formula is blocked.  Pollock doesn’t have steps in his “arguments.”  Our 
agents thus ends up believing at all levels that some ticket will win, and 
believing at all levels 3 and down, of each particular ticket, that it won’t win.)



Engineer and apply this 
in the real world, to save 

lives …
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