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Google Follows Microsoft in Unveiling Al Search Features

Alphabet unit’s artificial-intelligence rivalry with Microsoft heats up

+ Follow

By Sam Schechner and Miles
Kruppa

Updated February 08,2023 05:15 p.m.EST

PARIS—Google unveiled new artificial intelligence-
powered search and map features, capping a flurry
of competing announcements by the search giant
and rival Microsoft Corp. as they race to bring a new
generation of the technology to users.

The back-to-back announcements from two of
the tech industry’s fiercest competitors are the
latest signs of how companies are scrambling to roll
out tools that use a type of artificial intelligence that
can generate content—from haikus to computer
code—and capitalize on a wave of renewed
excitement about the potential of Al among
businesses and consumers.

At an event in the French capital Wednesday,
the Alphabet Inc. unit showed a
series of Al enhancements for its search engine,
including plans to start generating lengthy textual
responses to complex queries with no single correct
answer—such as what are the best constellations to
look for when stargazing. That came after Google
offered a glimpse, Monday, of a homegrown rival to
the popular ChatGPT chatbot that it calls Bard—and
inadvertently demonstrated the trickiness of such
tools when a screen capture of a Bard answer
included an apparent factual error.

In between the Google announcements,
Microsoft on Tuesday showed off its plans to
incorporate the generative Al technology behind
ChatGPT into its Bing search engine. It demon-
strated how it can process natural-language queries
to generate answers and suggestions using
information like news stories, train schedules and
product pricing.

“We’re grounded in the fact that Google
dominates this space,” Microsoft Chief Executive
Satya Nadella said in an interview with The Wall

Google has said it would release a new ChatGPT-like Al service called Bard to a select set of testers, with a broader

public launc...

Street Journal, referring to a business where Google
has more than 90% market share and generated $162
billion in revenue last year, more than half of
Alphabet’s total. “All I need is a few more users, and
someone else that I'm competing [with] has to keep
all of their users and all of their gross margin,” Mr.
Nadella added.

Alphabet’s stock closed Wednesday down 7.7%,
while Microsoft slipped 0.3%. The S&P 500 index fell
1.1%.

“Google has a lot more to lose than gain from
rushing Gen-AI out the door,” wrote Colin Sebastian,
a senior research analyst at Baird Equity Research.
“Microsoft is taking a big leap, integrating OpenAl

technology with Bing, a smart move for a search
engine with limited share—how could Bing not gain
search share?”

Google emphasized Wednesday, as it has in the
past, that it already bakes Al into its search results,
for instance by helping the search engine
understand natural-language queries to give better
results. It also said it would be releasing more new
Al products as soon as it was satisfied they would
meet its standards for accuracy and quality.

“We have a lot of hard and exciting work ahead
to build these technologies into our products and
continue bringing the best of Google Al to improve
people’s lives,” Alphabet Chief Executive Sundar

Pichai said Monday in an internal company email
that was viewed by the Journal.

The tit-for-tat developments are the part of
fast-spreading AI war over the commercial potential
of generative Al which can create content in
response to short user inputs, since OpenAl moved
to release ChatGPT publicly late last year. Microsoft
has promised to integrate capabilities from
generative Al tools from OpenAl across all of its
products quickly, as well as making them available
to outside developers.

Others are jumping into the fray as well.
China’s Baidu Inc. is developing an Al-powered
chatbot similar to ChatGPT called “Ernie bot,” which
it plans to launch next month.

The race is forcing Google—by far the most
widely used search engine—into an unusual position
of playing catch-up to a company whose search
engine is an also-ran in traffic terms.

Google gave an additional glimpse Wednesday
of its experimental conversational Al chatbot, Bard,
which it made available earlier this week to a set of
outside testers. The company showed a brief
demonstration of how a user could use Bard to
suggest criteria to consider when trying to buy a
new car, or places to visit for a scenic road trip.

The company also gave more detail about how
it plans to integrate generative Al into search results
by focusing on what it calls “no one right answer”
queries, which the company refers to as NORA. In a
demonstration, the company showed how such a
query might generate a bullet-point list, and below
it some preformatted questions to elicit further
information.

Another feature Google announced Wednesday
will expand users’ ability to query the search engine
based on images and videos they are looking at on
their phones if they use Google’s Android operating
system, allowing a user to identify, say, a local
landmark.

The company also said it is now rolling out a
feature that allows Google Maps users to explore
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three-dimensional representations of destinations
—like the inside of a restaurant—extrapolated by Al
from ordinary two-dimensional photos. And it said
it is broadening the availability of a feature that lets
users search maps for local businesses by pointing
their phone at the nearby area.

Technology investors and analysts, as well as
some company staffers, have complained that
Google hasn’t released more Al products despite its
research being at the core of some of the new
technologies now generating public excitement.

In part, according to Google executives, that is
because the company has been reluctant to roll out
tools that, like ChatGPT, can sometimes spout false

information or nonsense in response to user queries.

The company also has been under scrutiny by
researchers, regulators and its own staffers to police
its own use of AL

Google’s new Bard system appeared to fall
victim to that pitfall on Monday when an example
the company posted of its responses claimed that
the James Webb Space Telescope took “the very first
pictures” of an exoplanet outside the solar system.
The National Aeronautics and Space Administration
says on its website that the first images of an
exoplanet were taken as early as 2004 by a different
telescope.

“It’s a good example [of | the need for rigorous
testing,” Elizabeth Reid, Google’s vice president and
general manager of search, said Wednesday, adding
that the example was nuanced.

The company declined to give a precise date for
Bard’s public launch, or the new chat-based
responses to NORA search queries, but said it is
conducting tests to make sure they deliver accurate
information. “The real bottleneck for us is to get to a
place where we can get the quality where we want it
to be,” said Prabhakar Raghavan, a Google senior
vice president.

In 2018, Google created a series of Al principles
that it said it would apply to its work going forward.
Those rules include requirements that the Al tools
should be socially beneficial, that they should avoid
reinforcing biases and that they should be built and
tested for safety in constrained environments.

Researchers cite many examples of the
potential dangers. Al technology known as
deepfakes, for instance, can create video that

Google said it intends to launch more new Al products once it is satisfied they meet its standards for accuracy and

quality.

appears to be of real people saying or doing things
they never said or did.

“We’ve been focusing on responsible Al since
the very beginning,” Mr. Raghavan said at the event,
adding that the company is “committed to setting
the highest standard on how to bring it to people in a
way that’s both bold and responsible.”

Write to Sam Schechner at Sam.Schech-
ner@wsj.com and Miles Kruppa at
miles.kruppa@wsj.com
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What is Logic!?

The key to becoming rational.
“The science of reasoning.” — so the not-unreasonable slogan goes.
The only invincible subject there is.

The basis for the formal sciences (from mathematics to game theory to decision
theory to probability calculi to axiomatic physics ....) — and hence the basis for
disciplines based on the formal sciences (e.g., engineering, computer science).

The way of escape from shallow content and context to pure, immaterial, and
immortal form and structure (which is why the exotic, imaginary, and seemingly
non-sensical is so pedagogically useful).

The most challenging subject there is.

One of the chief differentiators between dogs and monkeys versus you (let alone
bears and you); and mindless machines (like Deep Blue & Watson) versus you.

A key to riches.
The key to divining the meaning of life (and other such big questions).

The better way to program computers; and fundamentally the only way to reliably
program computers.

One of two fundamental approaches to studying minds, and replicating/simulating
minds in machines...

The thing many creatures of fiction have mastered — have you (as a New
Yorker)?...
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Watch brainy zoo animals figure out
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(or Darwin’s Dread)
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Karkooking Problem (later) ...

Everyone feebersisks anyone who feebersisks someone.

Deskputer feebersisks Blineyooker.

Can you infer that everyone feebersisks Blineyooker?

ANSWER:

JUSTIFICATION:



Karkooking Problem (later) ...

Everyone feebersisks anyone who feebersisks someone.
VxVy[(Az(Karkooks(y,z) - Karkooks(x,y)]

Deskputer feebersisks Blineyooker.
Karkooks(alvin, bill))

Can you infer that everyone feebersisks Blineyooker?
Vx(Karkooks(x, bill))

ANSWER:

JUSTIFICATION:
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Does everyone karkook Bill?




Yup! Want me to prove it in HyperSlate®?

Does everyone karkook Bill?
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PPC Problem ...



Larry

Larry attended Hotchkiss before entering Harvard, from
which he graduated with a degree in Scandinavian Studies.
He aspires to be a Diplomat representing the United
States to Sweden. Larry is from a rather wealthy family:
his trust fund is valued at $7 billion; his father collects
exotic islands, his mother precursor-to-Impressionism
masterpieces, and his three bachelor brothers, fast, classic
European luxury sedans capable of heart-pounding top
speeds. Larry’s command of math never exceeded what is
covered on the SAT, and he has long forgotten even this
material. He does not understand what a computer or
computer program is, but nonetheless makes continuous
use of social networking technology, including specifically
facebook, on which he is liked by four people, all in his
nuclear family, save for one, and that one is a brilliant
female with a penchant for driving fast European sedans
really fast. Say what you will about Larry, he is arrestingly
eloquent without notes of any kind when speaking about
geopolitics, in any venue; knows perhaps more about the
history of Northern Europe (including its mythology) than
any man alive; and while in keeping with his upbringing is a
Hayekian capitalist, is rumored to generously donate
millions each year to Big Brothers Big Sisters,AA, and
Samaritan’s Purse.




Lucy

Lucy is a brilliant but poor hacker from a broken,
impoverished home in Buffalo NY. A motherless only child
raised by a single, devoted father who made ends meet
(between binges on the bottle) as a brilliant but itinerant -
Daimler mechanic, she saw more heartache in her youth
than that catalogued in a thousand country-song sagas. As
a sophomore at MIT, she (successfully) petitioned to move
directly to the PhD program in computer science without
having to suffer the — to use her words — “torturous
tedium” of the junior and senior years. This rapid
“ascension” was all the more remarkable because her first
year in college was not spent at MIT, but at Erie
Community College, where on day one of Java 101, the
professor insisted she come to her office after class,
whereupon was launched a tutor-student relationship that
initially centered not around not Java, but the language for
which Professor Kuth has a secret passion: Prolog. Lucy
has consistently rebuffed the overtures of all males at MIT,
a group she disdains for their universally poor command of
matters computational. Lucy stays in touch with her father
by email (and as of this writing has managed to maintain
her atheism despite his conversion and testimony), and
with but five friends on facebook, one of whom has
attended an lvy-League institution, and one of whom, an
entrepreneur co-running a startup company in the mobile
computing space, attends a likewise techie university 2.5-
hrs-drive to-the-west-of MIT.




Key

‘Larry’ :: larry

‘Lucy’ :: lucy

“Virginia’ :: virginia

‘Prescott’ :: prescott

‘Hank’ :: hank

‘Abe’ :: abe

‘Ben’ ::ben

‘Charles’ :: charles

‘Christian’ :: christian

‘Harvard’ :: harvard

‘MIT =mit

‘RPP :: rpi

‘Rensselaer’ :: rensselaer

father-of is a function; eg we can say: (father-of lucy)
brother-of is a function; eg we can say: (brother-of larry)
x is rich iff (Rich x)

x is employed at y iff (EmployedAt x y)

x is west of y iff (WestOf x y)

x attends y iff (Attends x y)

x had i-contact with y iff (IContact x y)

x facebook-likes y iff (F-Likes x y)

x truly likes y iff (T-Likes x y)

x is an alum of y iff (Alum x y)

x is a hacker iff (Hacker x)

x is computationally sophisticated iff (Comp-Soph x)
x is a female iff (Female x)

x is a generous iff (Generous x)

x is eloquent iff (Eloquent x)

x is a brother of y iff (Brother x y)

x knows Norse mythology iff (K-Norse-Myth x)

x knows who Huginn and Muninn are iff (K-H-M x)



Work through this example from the book!
CHAPTER 3. FIRST-ORDER LOGIC 89

Figure 3.1: A Proof Challenge in the Pure Predicate Calculus
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