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L: This sentence is false.
If T(L) then = T(L)
If = T(L) then T(L)
T(L) iff (i.e., if & only if) = T(L)

Contradiction!
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Theorem: 2+2 =5,

Proof: Set:

L: This sentence is false.

L is either true or false. Suppose that it’s true. Then since what it says
is that it’s false, it is false; i.e., L is false, on this supposition. So we've
proved that if L is true, L is false. Now suppose instead that L is false.
Then since it says that it’s false, it’s true;i.e., L is true, on our current
supposition. We have thus proved that if L is false, L is true.
Combining the conditionals we’ve proved yields this: L is true if and
only if L is false, which is a contradiction. (P if and only if =P is logically
equivalent to P and —P.) By inference schema explosion, it follows that

2+2=5. QED
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OpenAl’s 03 in a Self-Referential Challenge

— ChatGPT o3-mini-high > Z

Hi.

Hey! How's your day going?

Q 6 P d SV

This sentence ends with a period,
starts with a majuscule T, and has
at most 23 words.

That sentence is self-referential and true! It
meets all the stated conditions.

O ¢ @ A OV

If the second sentence I've given
you in this session is false, then
the present sentence is true.




OpenAl’s 03 in a Self-Referential Challenge

—_— OlaotNDT O o L 2

Let's analyze this carefully:

1. Your second sentence was:

“This sentence ends with a period, starts
with a majuscule T, and has at most 23
words."”

That sentence is indeed true, as we checked.

2. The present (hew) sentence you gave me
is:

“If the second sentence I've given you in

this session is false, then the present

sentence is true.”

This is a conditional statement:

- The antecedent (“If the second sentence...
is false") is false because your second
sentence was true.

- In a material implication (classical logic), if
the antecedent is false, the whole
conditional statement is true, regardless
of the truth value of the consequent.
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Let's analyze this carefully:

Thus, the present sentence is true by virtue of
its logical structure.

@ 6 ¥ d Sv

Is it also the case that if the
second sentence | gave you in this
(most unenjoyable) session is
false, evil people are virtuous?

N)

No, that does not necessarily follow.

=l (n e+

Your sentence—"If the second sentence |

gave you in this (most unenjoyable) session
is false, evil people are virtuous.”—is another
conditional statement. In classical logic, a
conditional (“If P, then Q") is considered true if
the antecedent (P) is false, regardless of the
truth value of the consequent (Q).

Since your second sentence was actually true,
the antecedent of your new conditional (“the
second sentence | gave you is false") is false.
This means the entire conditional statement is
true, but only in the trivial sense that a false
premise leads to a vacuously true statement.
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—_— OlaotNDT O o L 2

Let's analyze this carefully:

|

:I However, this does not mean that “evil people
1 are virtuous” is true in any meaningful sense—
just that the conditional statement itself holds
under classical logic.

]@@@G"Cv

Thus, the present sentence is true by virtue of

— ChatGPT o3-mini-high > 4

| see.

__] (A

Glad to see you're thinking through these
logical nuances! Do you enjoy playing around
with self-referential and logical paradoxes, or
are you just in a particularly mischievous mood
today?

@ 6 P d Sv

| do. | learned a lot from what you
just supplied to me. What was
that again? (Sorry.)

premise leads to a vacuously true statement.
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Let's analyze this carefully:

T Thus, the present sentence is true by virtue of
i

7~ N

Reasoned about logical conditionals for
:I 6 seconds v

| The user is asking for a recap! Alright, so

) the second sentence being false means the

4 first sentence is true. Then, the analysis
shows that the second sentence is actually

! true, so the first part of the conditional is

1I false, which makes the whole statement true

by classical logic—yet the actual statement
about "evil people being virtuous” is clearly
false or irrelevant. I'll just rewrite it to make
sure it makes sense!

__] (A

Let me summarize the key points from the
previous explanation:

- Your second sentence was true.

- In a conditional statement ("If P then Q"), if
the premise (P) is false, the entire statement
is considered true by classical logic—this is
called being "vacuously true.”

- Therefore, even though the condition "if the
second sentence is false” is not met (since
II it's true), the overall conditional statement "if II
the second sentence is false, evil people are

virtuous” is still true by the rules of logic.
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7~ N

M| Reasoned about logical conditionals for

- This does not mean that “evil people are
virtuous” in any substantive sense—it only
means that the conditional statement holds
true in a formal logical sense.

Does that help clarify things?

Let me summarize the key points from the
previous explanation:

- Your second sentence was true.
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is considered true by classical logic—this is
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T Thus, the present sentence is true by virtue of
|

7~ N

M| Reasoned about logical conditionals for

Ah, thx.

Reasoned about logical conditionals for
4 seconds

You're welcome! Let me know if you'd like to
dive deeper into these concepts or explore
something else.
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Outlawing Self-Referential
Sentences Isn’t the Answer!

Box | Box 2

The sentence in Neither The sentence in

. sentence is .
BOX 2 IS true. self-referential. BOX I IS false.

Suppose that the sentence in Box | is true. Then the sentence in Box 2 is true
(because the sentence in Box | says that that sentence is true). But then the sentence
in Box | is false (because the sentence in Box 2 says that that sentence is false). So, if
the sentence in Box | is true, it’s false. On the other hand, by parallel deduction, if the
sentence in Box | is false, the sentence in Box | is true. (Make sure you work out and
verify the reasoning that establishes the previous sentence.) We thus have again a
contradiction: The sentence in Box | is true if and only if it’s not true.
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RECENT ESSAYS ON

TRUTH AND
THE LIAR
PARADOX

d ROBERT L. MARTIN

Revenge of the Liar




Russell’s Paradox ...



Friday's Hill, Haslemere, 16 June 1902

Dear colleague,

For a year and a half I have been acquainted with your Grundgesetze der Arithmetik,
but it is only now that I have been able to find the time for the thorough study I
intended to make of your work. I find myself in complete agreement with you in all
essentials, particularly when you reject any psychological element [Moment]) in logic
and when you place a high value upon an ideography [[Begriffsschrift] for the founda-
tions of mathematics and of formal logic, which, incidentally, can hardly be dis-
tinguished. With regard to many particular questions, I find in your work discussions,
distinctions, and definitions that one seeks in vain in the works of other logicians.
Especially so far as function is concerned (§ 9 of your Begriffsschrift), I have been led
on my own to views that are the same even in the details. There is just one point
where I have encountered a difficulty. You state (p. 17 [p. 23 above])) that a function,
too, can act as the indeterminate element. This I formerly believed, but now this view
seems doubtful to me because of the following contradiction. Let w be the predicate :
to be a predicate that cannot be predicated of itself. Can w be predicated of itself?
From each answer its opposite follows. Therefore we must conclude that w is not a
predicate. Likewise there is no class (as a totality) of those classes which, each taken
as a totality, do not belong to themselves. From this I conclude that under certain
circumstances a definable collection [[Menge]] does not form a totality.

I am on the point of finishing a book on the principles of mathematics and in it I
should like to discuss your work very thoroughly.! I already have your books or shall
buy them soon, but I would be very grateful to you if you could send me reprints of
your articles in various periodicals. In case this should be impossible, however, I will
obtain them from a library.

The exact treatment of logic in fundamental questions, where symbols fail, has
remained very much behind ; in your works I find the best I know of our time, and
thereforel I have permitted myself to express my deep respect to you. It is very
regrettable that you have not come to publish the second volume of your Grund-
gesetze ; 1 hope that this will still be done.

Very respectfully yours,

BERTRAND RUSSELL

The above contradiction, when expressed in Peano’s ideography, reads as follows :

w=clsnzsr ~ex)diwew.=. w ~ew.
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There was once a small town in Norway in which there
resided a barber who shaved all and only the men
residing in the town who didn’t shave themselves.

There was once a small town in Norway in which there
resided a male barber who shaved all and only the men
residing in the town who didn’t shave themselves.



Such a situation is impossible!



Such a situation is impossible!

Proof: Let’s assume for the sake of argument that such a
situation can be. Without loss of generality, let the town be
Lyngdal and the male Lyngdalian barber be Olaf. Either Olaf
shaves himself or he doesn’t. But either case leads straight
to a contradiction. Therefore the situation is in fact
impossible. Here we go ...

Suppose Olaf shaves himself. Then it follows that he doesn’t
shave himself. Suppose on the other hand that Olaf doesn’t
shave himself. Then is follows that he does shave himself.
Hence, Olaf shaves himself if and only if he doesn’t shave
himself, which is a contradiction. QED
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Russell’s Theorem:

- —daVy(y € x < y € y)

(Take that, Frege!)

http://plato.stanford.edu/entries/russell-paradox/#HOTP
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Friday's Hill, Haslemere, 16 June 1902

Dear colleague,

For a year and a half I have been acquainted with your Grundgesetze der Arithmetik,
but it is only now that I have been able to find the time for the thorough study I
intended to make of your work. I find myself in complete agreement with you in all
essentials, particularly when you reject any psychological element [Moment]) in logic
and when you place a high value upon an ideography [[Begriffsschrift] for the founda-
tions of mathematics and of formal logic, which, incidentally, can hardly be dis-
tinguished. With regard to many particular questions, I find in your work discussions,
distinctions, and definitions that one seeks in vain in the works of other logicians.
Especially so far as function is concerned (§ 9 of your Begriffsschrift), I have been led
on my own to views that are the same even in the details. There is just one point
where I have encountered a difficulty. You state (p. 17 [p. 23 above])) that a function,
too, can act as the indeterminate element. This I formerly believed, but now this view
seems doubtful to me because of the following contradiction. Let w be the predicate :
to be a predicate that cannot be predicated of itself. Can w be predicated of itself?
From each answer its opposite follows. Therefore we must conclude that w is not a
predicate. Likewise there is no class (as a totality) of those classes which, each taken
as a totality, do not belong to themselves. From this I conclude that under certain
circumstances a definable collection [[Menge]] does not form a totality.

I am on the point of finishing a book on the principles of mathematics and in it I
should like to discuss your work very thoroughly.! I already have your books or shall
buy them soon, but I would be very grateful to you if you could send me reprints of
your articles in various periodicals. In case this should be impossible, however, I will
obtain them from a library.

The exact treatment of logic in fundamental questions, where symbols fail, has
remained very much behind ; in your works I find the best I know of our time, and
thereforel I have permitted myself to express my deep respect to you. It is very
regrettable that you have not come to publish the second volume of your Grund-
gesetze ; 1 hope that this will still be done.

Very respectfully yours,

BERTRAND RUSSELL

The above contradiction, when expressed in Peano’s ideography, reads as follows :

w=clsnzsr ~ex)diwew.=. w ~ew.
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What about Thoraf’s paradox?

(Skolem’s Paradox)

3.8.4.1 Can First-Order Logic Capture Infinitude and Finitude?

Does the machinery introduced in the previous section enable us to show that the
concepts of finitude and infinitude can be captured by suitable use of first-order
logic? If so, how? We should first immediately sharpen this question, which as it
stands is somewhat unclear. Let’s first target the capturing of infinitude in FOL.
Then our initial sharpening move is to stipulate that we are interested specifically
in figuring out how we might use FOL to express that a set is countably infinite.
(Recall that we defined what it is for a set to be countably infinite in §1.5.3.) In
further sharpening of the intuitively expressed question that kicked off the present
section, what shall be looking for is how to specify a set ® that is such that a given
interpretation
JE®iffdomain % in J is countably infinite

where the set ® contains only formulae in FOL. If we can somehow obtain such a
set ®, then we will have found a way to capture countable infinitude because the
domain % here must be countably infinite. Can you meet this challenge, by drawing
upon what was done in the previous section?

Now, what about finitude? Can it be captured by formulae in FOL? The question
here can be taken to consist in the challenge to find a set ¥ such that a given
interpretation

J =W iff domain % in J is finite

where, again, the set in question nce again contains only formulae in FOL.

(For a nice overview of Skolem’s Paradox, see https://plato.stanford.edu/entries/paradox-skolem.)
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where the set ® contains only formulae in FOL. If we can somehow obtain such a
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Part ll: Hands-on Q&A & Review ...



